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Metaquerying is a data mining technique by which hidden dependencies among several database relations can be discovered in the form of Datalog-like rules, and this technique has already been successfully applied to several real-world application domains. Unfortunately, recent papers have shown that performing metaquerying turns out to be in general quite demanding from the computational viewpoint. The aim of this paper is to illustrate techniques by which metaquerying can be answered as efficiently as possible. Therefore, we first provide some new results regarding the computation of the number of substitutions for a given metaquery. In particular, an important source of complexity of implementing metaquerying relies in the exponential number of variable substitutions potentially to be analyzed to compute results, many of which turn out to be actually redundant. Redundancy checks are therefore illustrated and exploited below in order to minimize the computational cost to be paid to implement metaquerying. Metaquerying result construction algorithms are then given.
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1. Introduction

It is frequent nowadays for organizations to possess huge amounts of information stored in databases to be exploited to extract useful knowledge for business and management support. The data mining research area is supposed to provide tools for the discovery of valuable knowledge in such huge data resources [12]. Among data mining methods that have been in recent years defined and exploited, the metaquerying technique [21,16,7,2,3,8,6] seems to be a particularly promising one for mining relational and deductive databases.

Metaqueries serve as a generic description of the class of patterns to be discovered. Notably, differently from many other mining techniques, patterns discovered using metaqueries can link information from several tables in databases. Moreover, such patterns are first-order (metaquery results take the form of Datalog-like rules), while most machine-learning systems can only learn propositional patterns and work on a single relation. Metaqueries can be specified by human experts or alternatively, they can be automatically generated from the database schema.

Intuitively, a metaquery has the form

\[ T \leftarrow L_1, \ldots, L_m \]

where \( T \) and \( L_i \) are literal schemes \( Q_i(Y_1, \ldots, Y_n_i) \). The predicate variable \( Q_i \) can be instantiated to a predicate symbol representing a relation in the database. The instantiation must be done in a way which is consistent with the variable names.

For example (taken from [21]), let \( P, Q \), and \( R \) be variables for predicates, then the metaquery

\[ R(X, Z) \leftarrow P(X, Y), Q(Y, Z) \]

specifies that the patterns to be discovered are relationships of the form

\[ r(X, Z) \leftarrow p(X, Y), q(Y, Z) \]

where \( p \), \( q \), and \( r \) are specific database relations. One possible result of this metaquery is the pattern (say, with confidence 0.93):

\[ \text{speaks}(X, Z) \leftarrow \text{citizen}(X, Y), \text{language}(Y, Z) \]

This means that out of all pairs \((X, Z)\) that satisfy the body of the above rule, 93% satisfy the left-hand side.

Thus, an answer to a metaquery is a rule accompanied by indices that indicate its plausibility degree. In [7], for example, each rule in the answer is supplied with support and the confidence. Index thresholds are provided by the user. As with other mining techniques, indices are used to avoid presenting negligible infor-
mation to the user and to cut off the search space by early detection of low index values.

Unfortunately metaquerying brings, along with a vast applicability and usefulness, also a very demanding computational behaviour. The computational complexity characterization of metaquerying problems has been provided in [2,3]. In that paper, the authors show that, from the computational viewpoint, metaquerying is, in most cases, a very demanding task (complexity figures lying in the general case, between NP and NP^P) and, therefore, any metaquery computation may require significant resources.

And, in particular, the number of instantiations to be analyzed to construct the result of evaluating a metaquery is generally very large. In the following we prove that the problem of computing the number of such instantiations is #P-hard in general. Notably, however, several of such instantiations are, so as to say, redundant for the purposes of the evaluation, as they are essentially the same instantiation. It is therefore interesting to be able to discard those redundant instantiation in the first place. We point out that eliminating redundant consistent instantiations has a two-fold usefulness. First of all, it speeds-up result construction as, after generating and storing consistent instantiations in main memory, the metaquery system must compute values of indexes scored on the database by using the expensive join operator. Thus, filtering out redundant consistent instantiations will minimize the number of such evaluations. Second, it avoids presenting to the user many times the same kind of information.

In order to obtain such evaluation speed-up, this paper reports a number of results that allow to efficiently discard redundant consistent instantiations of the metaquery to be answered. Such results form the basis upon which a metaquerying evaluation algorithm can be designed, which is also illustrated in the following.

In more detail, such results use the idea of exploiting a form of isomorphism among variable substitutions which is conducive to the definition of redundant instantiations. Such notion of isomorphism is then proved to reduce to the well-known graph isomorphism problem. Therefore, state-of-the-art algorithms devised to solve this latter problem can be adopted for the metaquery evaluation purposes.

The plan of the paper is, therefore, as follows.

Section 2 provides the definitions of metaquery and of metaquery instantiation, and defines metaquery indexes.

In Section 3, the computational complexity of the problem of counting the number of instantiations of a given metaquery is taken into account. Indeed, any algorithm which can enumerate all metaquery instantiations should be able to count them as efficiently as well. In particular, it is shown that the problems of computing the number of instantiations of a metaquery scoring enough value for an index and that of computing the number of instantiations of a metaquery that are consistent w.r.t. the database schema at hand, are #P-complete or #P-hard depending on the considered index.

In Section 4, the concepts of redundancy of two instantiations, metaquery variant, and redundancy of two metaquery variants are introduced. Intuitively, two instantiations are redundant if the are syntactically equivalent, while a variant of a metaquery Q is the metaquery obtained from Q by permutation of ordinary variables of Q and possibly adding new ordinary variables. Furthermore, two metaquery variants are defined to be redundant if the sets of their instantiations are equivalent via redundancy. Interestingly, it is proved that the set of all non redundant instantiations of a given metaquery is equivalent (via redundancy) to the union of the sets of all non redundant instantiations of its non redundant variants. This result has a practical relevance, as it suggests that in order to compute the consistent instantiations of a metaquery, it is better to compute first all its non redundant metaquery variants and then to find the consistent instantiations of these variants.

Section 5 addresses the problem of deciding if two metaquery variants are redundant. In particular, it is shown that this problem reduces to the graph isomorphism problem. This result makes redundancy checking between metaquery variants effective by using well-known algorithms for solving graph isomorphism. Furthermore, the concept of autoset is introduced and it is shown how to exploit it in order to speed-up the above checking.

In Section 6, the problem of enumerating the set of all non redundant variants of a given metaquery is considered. In particular, it is shown how to enumerate efficiently certain subsets, as, for example, all the renaming of a metaquery – where a renaming is a particular type of metaquery variant.

In Section 7, the algorithm for enumerating all the non redundant instantiations of a given metaquery is presented and correctness of the algorithm is formally proved.

Finally, Section 8 reports conclusions.
2. Metaquerying

2.1. Metaqueries

We provide first the definition of relation and database schema and then formally define metaqueries.

A relation schema \( R = (p, A_1, D_1, \ldots, A_n, D_n) \), of arity \( n \), consists of a relation name \( p \) and of a sequence of attribute names \( A_1, \ldots, A_n \) with associated countable sets of constants, or domains, \( D_1, \ldots, D_n \), also denoted by \( \text{dom}(A_1), \ldots, \text{dom}(A_n) \), respectively. A relation \( r \) on a relation schema \( R = (p, A_1, D_1, \ldots, A_n, D_n) \) is a finite subset of \( \text{dom}(A_1) \times \cdots \times \text{dom}(A_n) \).

A database schema \( \text{DBS} \) is a set of relation schemas. A database \( \text{DB} = \{r_1, \ldots, r_n\} \) on a database schema \( \text{DBS} = \{R_1, \ldots, R_n\} \) is a set of relations \( r_i \) on \( R_i \) (1 ≤ \( i \) ≤ \( n \)). We say that a database schema (a database resp.) is untyped if the attributes occurring in the database schema (in its associated database schema resp.) have the same domain. Otherwise, we say that it is typed.

For example, Figure 1 shows the database \( \text{DB}_1 \) on the database schema

\[
\text{DBS}_1 = \{\text{UsCaSch}, \text{CaTeSch}, \text{UsPTSch}\}
\]

where

\[
\text{UsCaSch} = (\text{UsCa, user, Users, carrier, Companies})
\]

\[
\text{CaTeSch} = (\text{CaTe, carrier, Companies, technology, Technologies})
\]

\[
\text{UsPTSch} = (\text{UsPT, user, Users, phone type, Technologies})
\]

and, Users, Companies, and Technologies are the following domains:

\[
\text{Users} = \text{String}
\]

\[
\text{Companies} = \{\text{Tim, Vodafone, Tre}\}
\]

\[
\text{Technologies} = \{\text{ETACS, GSM900, GSM1800, GSM1900, UMTS}\}
\]

Let \( R = (p, A_1, D_1, \ldots, A_n, D_n) \) be a relation schema. An atom \( L \) on \( R \) is an expression of the form \( p(X_1, \ldots, X_n) \), such that \( X_i \) is either an ordinary variable or a constant, for \( i = 1, \ldots, n \). The domain \( \text{dom}(X_i, L) \) of \( X_i \) in \( L \), is \( \text{dom}(A_i) \), for \( i = 1, \ldots, n \).

Assume a database \( \text{DB} \) and a database schema \( \text{DBS} \) have been fixed. As stated above, a metaquery \( Q \) is a second-order template stating the form of the pattern to be discovered [21]. The template has the form

\[
T \leftarrow L_1, \ldots, L_m
\]

where \( T \) and \( L_i \) are literal schemes. Each literal scheme \( L_i \) has the form \( Q(Y_1, \ldots, Y_n) \) where \( Q \) is either a predicate (second order) variable or a relation symbol, and each \( Y_j \) (1 ≤ \( j \) ≤ \( n \)) is either an ordinary (first order) variable or a constant symbol. If \( Q \) is a predicate variable, then \( Q(Y_1, \ldots, Y_n) \) is called a relation pattern of arity \( n \), otherwise it is called an atom of arity \( n \). The right-hand side \( L_1, \ldots, L_m \) is called the body of the metaquery, while \( T \) is called the head of the metaquery. A metaquery is called pure if each relation pattern with the same predicate variable has same arity.

Intuitively, given a database \( \text{DB} \), answering a metaquery \( Q \) on \( \text{DB} \) amounts to finding all substitutions \( \sigma \) of relation patterns appearing in \( Q \) by atoms having as predicate names relations in \( \text{DB} \), such that the Horn rule \( \sigma(Q) \) (obtained by applying \( \sigma \) to \( Q \)) encodes a dependency between the atoms in its head and body, that holds in \( \text{DB} \) with a certain degree of plausibility. The plausibility here is defined in terms of indexes which we will define shortly.

Let \( Q \) be a metaquery and \( \text{DB} \) a database on the schema \( \text{DBS} \). Let \( \text{var}(Q), \text{pv}(Q), \text{ls}(Q), \text{rep}(Q) \)
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Fig. 1. The relations UsCa, CaTe, and UsPT of \( \text{DB}_1 \)
arguments of \(L\), the set of predicate variables, the set of literal schemes, and the set of relation patterns occurring in \(Q\), respectively. Moreover, let \(\text{rel}(DB)\) denote the set of relation names of \(DBS\) and \(\text{ato}(DB)\) the set of atoms on a relation schema of \(DBS\).

2.2. Instantiations

Semantics is defined via metaquery instantiations: an instantiation type specifies how relation patterns can be instantiated, turning a metaquery to an ordinary Horn rule over the given database. Next, we recall the three different types of metaquery instantiations defined in [2].

**Definition 2.1 (Instantiation)** Let \(Q\) be a metaquery and \(DB\) a database. An instantiation (on \(Q\) and \(DB\)) is a mapping \(\sigma: \text{rep}(Q) \rightarrow \text{ato}(DB)\), whose restriction \(\sigma' : \text{pv}(Q) \rightarrow \text{rel}(DB)\) is functional.

The condition above says that predicate names of \(Q\) are consistently substituted with relation names from \(DB\).

**Definition 2.2 (Type-0 instantiation)** Let \(Q\) be a pure metaquery. An instantiation \(\sigma\) is type-0 if for any relation pattern \(L\) and atom \(A\), \(\sigma(L) = A\) implies that \(L\) and \(A\) have the same list of arguments.

That is, under type-0 semantics, each predicate variable is always matched to a relation with the same arity and ordinary variables are left untouched. As an example, consider the database \(DB_1\) shown in Figure 1 and the metaquery

\[
R(X,Z) \leftarrow P(X,Y), Q(Y,Z) \tag{2}
\]

A possible type-0 instantiation for \(Q\) is

\[
\sigma = \{ (R(X,Z), \text{UsPT}(X,Z)), (P(X,Y), \text{UsCa}(X,Y)), (Q(Y,Z), \text{CaTe}(Y,Z)) \}
\]

which yields the following Horn rule when applied to \(Q\):

\[\text{UsPT}(X,Z) \leftarrow \text{UsCa}(X,Y), \text{CaTe}(Y,Z)\]

**Definition 2.3 (Type-1 instantiation)** Let \(Q\) be a pure metaquery. An instantiation \(\sigma\) is type-1 if for any relation pattern \(L\) and atom \(A\), \(\sigma(L) = A\) implies that the arguments of \(A\) are obtained from arguments of \(L\) by permutation.

With type-1 instantiations, variable ordering within relation patterns does not matter. As an example, under this semantics, the metaquery (2) detects relationships among \(DB_1\) relations in a way that is independent of variable ordering in relation patterns, and, among others, both the following Horn rules can be obtained.

\[
\text{UsPT}(X,Z) \leftrightarrow \text{UsCa}(X,Y), \text{CaTe}(Y,Z)
\]

\[
\text{UsPT}(X,Z) \leftrightarrow \text{UsCa}(X,Y), \text{CaTe}(Y,Z)
\]

The third type of instantiation takes a step further by allowing a relation pattern of arity \(k\) to be matched with an atom of arity \(k'\), with \(k' \geq k\), padding “remaining” arguments to free variables.

**Definition 2.4 (Type-2 instantiation)** Let \(Q\) be a metaquery. An instantiation \(\sigma\) is type-2 if for any relation pattern \(L\) and atom \(A\), \(\sigma(L) = A\) implies the following:

- the arity \(k'\) of \(A\) is greater-than or equal-to the arity of \(L\);
- \(k\) of the arguments of \(A\) coincide with the \(k\) arguments of \(L\), possibly occurring in different positions;
- the remaining \(k' - k\) arguments of \(A\) are variables not occurring elsewhere in the instantiated rule.

With type-2 instantiations we can express interesting patterns disregarding how many extra attributes a physical relation has. Should the relation \(\text{UsPT}\) be defined with an additional attribute, as in Figure 2.2, the metaquery (2) can be instantiated, using a type-2 instantiation, to

\[\text{UsPT}(X,Z,T) \leftrightarrow \text{UsCa}(Y,X), \text{CaTe}(Y,Z)\]

Note that a type-0 instantiation can be viewed as a type-1 instantiation where the chosen permutation of relations’ attributes is the identity, whereas a type-1 instantiation can be seen also as a type-2 instantiation, where the arity of the atoms matches the arity of the relation patterns they are substituted for. Note, moreover, that type-2 instantiations may apply to any metaquery, while type-0 and type-1 instantiations require pure metaqueries.

Next we define the concept of consistent instantiation w.r.t. the data base schema.

<table>
<thead>
<tr>
<th>user</th>
<th>phone type</th>
<th>model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tom S.</td>
<td>GSM 900</td>
<td>Nokia 6130</td>
</tr>
<tr>
<td>Tom S.</td>
<td>GSM 1800</td>
<td>Nokia 6150</td>
</tr>
<tr>
<td>Laura D.</td>
<td>GSM 900</td>
<td>Bosch 607</td>
</tr>
</tbody>
</table>

Fig. 2. The new extension for the relation \(\text{UsPT}\)
Definition 2.5 (Consistent instantiation) Let $DB$ be a database on a database schema $DBS$, let $Q$ be a metaquery, let $T \in \{0, 1, 2\}$, and let $\sigma$ be a type-$T$ instantiation of $Q$ on $DB$:

- Let $X$ be an ordinary variable occurring into $Q$. We say that $\sigma(Q)$ is consistent w.r.t. $X$ and $DBS$ if, for each pair $X', X''$ of distinct occurrences of $X$ into $\sigma(Q)$, respectively in the atoms $L'$ and $L''$, we have that $\text{dom}(X', L') = \text{dom}(X'', L'')$.

- Let $c$ be a constant occurring into $Q$. We say that $\sigma(Q)$ is consistent w.r.t. $c$ and $DBS$ if, for each occurrence of $c$ into $\sigma(Q)$ in an atom $L$, we have that $c \in \text{dom}(c, L)$.

- We say that $\sigma$ is consistent w.r.t. $DBS$ if, for each ordinary variable or constant $V$ of $Q$, $\sigma(Q)$ is consistent w.r.t. $V$ and $DBS$.

For example, consider the metaquery $Q = R(X, Z) \leftarrow P(X, Y), Q(Y, Z)$, the two following type-1 instantiations of $Q$ on $DBS$:

$$\sigma_1 = \{(R(X, Z), \text{UsCa}(Z, X)), (P(X, Y), \text{CaTe}(X, Y)), (Q(Y, Z), \text{UsPT}(Y, Z))\}$$

$$\sigma_2 = \{(R(X, Z), \text{UsCa}(Z, X)), (P(X, Y), \text{CaTe}(X, Y)), (Q(Y, Z), \text{UsPT}(Z, Y))\}$$

and the metaqueries $\sigma_1(Q)$:

$$\text{UsCa}(Z, X) \leftarrow \text{CaTe}(X, Y), \text{UsPT}(Y, Z)$$

and $\sigma_2(Q)$:

$$\text{UsCa}(Z, X) \leftarrow \text{CaTe}(X, Y), \text{UsPT}(Z, Y).$$

Then $\sigma_1$ is not consistent w.r.t. $DBS_1$ as $\text{dom}(Z, \text{UsCa}(Z, X)) = \text{Users}$ and $\text{dom}(Z, \text{UsPT}(Y, Z)) = \text{Technologies}$, while $\sigma_2$ is consistent w.r.t. $DBS_1$.

2.3. Metaquery indexes

In data mining applications one is generally interested in discovering patterns of data that are “well-supported” in the analyzed data sets. In other words, it is not typically required for a discovered pattern to be true for the entire given data set, but for a significant subset thereof. This idea is embedded in the definition of metaquery indexes. In the literature, several metaquery index definitions are found, such as support, confidence, base and strength [7,8,16]. In fact, support is similar to base and confidence is similar to strength [7]. Therefore, in the analysis that follows, we shall use support, confidence and another index we find useful. For any set $F$, let $|F|$ denote its size.

Definition 2.6 (Fraction) Let $R$ and $S$ be two sets of relations. Then the fraction of $R$ in $S$ is:

$$R \uparrow S = \frac{|\pi_{\text{att}(S)}(J(R) \bowtie J(S))|}{|J(R)|}$$

where $\text{att}(S)$ denotes the set of attributes and $J(S)$ denotes the natural join of the relations in $S$. In particular, in every case where $|\pi_{\text{att}(S)}(J(R) \bowtie J(S))| = 0$, $R \uparrow S$ is defined equal to 0.

Definition 2.7 (Confidence, Cover and Support) Let $r$ be a Horn rule and let $DB$ be a database. Let $h(r)$ and $b(r)$ denote the sets of relations of $DB$ occurring in the head and in the body of $r$, respectively. Then (i) the confidence of $r$ is $\text{cnf}(r) = b(r) \uparrow h(r)$, (ii) the cover of $r$ is $\text{cvr}(r) = h(r) \uparrow b(r)$, (iii) the support of $r$ is $\text{sup}(r) = \max_{a \in b(r)} \{|a| \uparrow b(r)|$. In the following, the set of indexes $\{\text{cnf}, \text{cvr}, \text{sup}\}$ will be denoted $I$.

Given a rule $r$, the indices $\text{cnf}(r)$ and $\text{sup}(r)$ are equivalent to the notions of confidence and support defined in [7]. A detailed discussion of support and confidence for metaqueries can be found in [7,8]. The notion of cover has been introduced in [2], and it serves the purpose of measuring how many tuples are there that satisfy the head, satisfy also the body.

3. On the Complexity of Answering a Metaquery

In general, given a metaquery $Q$ and a database $DB$ on a database schema $DBS$, we are interested in obtaining all the instantiations $\sigma$ of $Q$ on $DB$ such that the Horn rule $\sigma(Q)$ scores an adequate value of cover, confidence and support. That is, we search for the set of instantiations of a metaquery, defined next.

Definition 3.1 (Set of instantiations) Let $T \in \{0, 1, 2\}$, let $Q$ be a metaquery, let $DB$ be a database, let $I \in I$ and let $k$ be a rational number in $[0, 1]$. We define $\Sigma(Q, DB, I, k, T)$ as the set of type-$T$ instantiations $\sigma$ on $Q$ and $DB$ such that $I(\sigma(Q)) > k$ on $DB$. 

Definition 3.2 (Set of consistent instantiations) Let $Q$ be a metaquery, let $DB$ be a database schema, and let $T \in \{0, 1, 2\}$. We denote by $\Sigma_c(Q, DB, T)$ the set consisting of all the type-$T$ instantiations $\sigma$ of $Q$ such that $\sigma(Q)$ is consistent w.r.t. $DB$.

Given the definitions above, the following interesting complexity problems are then obtained:

Problem 3.3 Let $T \in \{0, 1, 2\}$ be an instantiation type and let $I \in \mathbb{I}$ be an index. Let $DBS$ denote a database schema, let $DB$ denote a database on $DBS$, $Q$ denote a metaquery, and $k \in [0, 1)$ rational threshold value. Then:

- The complexity of the metaquery problem
  $$\langle DB, Q, I, k, T \rangle,$$
  is the complexity, measured in the size of $DB$, $Q$ and $k$, of deciding if $\Sigma_c(Q, DB, I, k, T)$ is nonempty (also defined in [2,3]).

- The complexity of the metaquery problem
  $$\langle DB, Q, T \rangle,$$
  is the complexity, measured in the size of $DB$ and $DBS$, of deciding if $\Sigma_c(Q, DBS, T)$ is nonempty (also defined in [8]).

- The complexity of the metaquery problem
  $$\#\langle DB, Q, I, k, T \rangle,$$
  is the complexity, measured in the size of $DB$, $Q$ and $k$, of computing the cardinality of the set $\Sigma_c(Q, DB, I, k, T)$.

- The complexity of the metaquery problem
  $$\#\langle DBS, Q, T \rangle,$$
  is the complexity, measured in the size of $DB$ and $DBS$, of computing the cardinality of the set $\Sigma_c(Q, DBS, T)$.

It is proved in [2,3] that the complexity of $\langle DB, Q, I, k, T \rangle$ is NP-complete for $I \in \{civ, sup\}$ and is $\text{NP}^{\text{PP}}$-complete for $I = \text{cnf}$. Thus, the problem $\#\langle DB, Q, I, k, T \rangle$ is NP-hard. Furthermore, it is stated in [8] that the problem $\langle DBS, Q, T \rangle$ is NP-complete if $DBS$ is typed, while it is solvable in quadratic time and logarithmic space if $DBS$ is untyped. Thus, when $DBS$ is typed, also the problem $\#\langle DBS, Q, T \rangle$ is NP-hard. Next, we provide more strict bounds to the computational complexity of the counting problems $\#\langle DB, Q, I, k, T \rangle$ and $\#\langle DBS, Q, T \rangle$.

First, we briefly recall some definitions of computational complexity theory related to counting and the definition of conjunctive query. For more on complexity theory the reader is referred to [13].

A counting Turing machine (CTM) is a nondeterministic Turing machine whose output for a given input string is the number of accepting computations for that input. The class $\#P$ is the set of all functions that are computable by polynomial-time CTMs [20]. A problem is defined $\#P$-hard and $\#P$-complete in the usual manner. The following form of reduction is used to prove $\#P$-hardness: a parsimonious transformation is a polynomial transformation $f$ from problem $X$ to problem $Y$ such that, if $f(X, x)$ is defined to be the number of solutions that instance $x$ has in the problem $X$, then $#(X, x) = #(Y, f(x))$.

A conjunctive query $q$ is a set of atoms $q = \{p_1(X_1), \ldots, p_n(X_n)\}$, where $X_1, \ldots, X_n$ is a list of variables and/or constants. Let $DB$ be a database. The problem of satisfying a conjunctive query (the Boolean Conjunctive Query satisfaction problem, or BCQ) is the problem of deciding whether there exists a substitution $\rho$ for the variables in $X_1, \ldots, X_n$ satisfying $q$, i.e. such that, for each $i = 1, \ldots, n$, $\rho(X_i)$ is a tuple occurring in the relation $p_i$ of $DB$. The set $\rho(q) = \{\rho(p_i(X_i)) \mid 1 \leq i \leq n\}$ is called ground instance of $q$. The problem of counting the number of substitutions satisfying a conjunctive query is known to be $\#P$-complete.

Theorem 3.4 The complexity of

1. $\#\langle DB, Q, I, k, T \rangle$, and
2. $\#\langle DBS, Q, T \rangle$

is $\#P$-hard.

Proof. We show a transformation from BCQ to $\langle DB, Q, I, k, T \rangle$ and a transformation from BCQ to $\langle DBS, Q, T \rangle$ preserving the number of solutions. Let $q = \{p_1(X_1), \ldots, p_n(X_n)\}$ be a conjunctive query on the database $DB$. W.l.o.g. we can assume that $p_1, \ldots, p_n$ are distinct relation names occurring in $DB$, that $X = X_1 \cup \ldots \cup X_n$ contains only variables, and that each $X_i (1 \leq i \leq n)$ does not contain duplicate variables. Let $R_i = \langle p_i, A_{i,1}, \ldots, A_{i,r_i} \rangle$ be the relation...
Let $Q = \{C_1, \ldots, C_m\}$ denote the set \[
\bigcup_{X_{i,j}=Y} \pi_{A_{i,j}}(p_i),
\] i.e. the set of the values that the variable $Y$ can assume on the database $DB$ (we assume that duplicate values are eliminated from $C_Y$).

(1) Now we build a metaqery $Q^{BCQ}$ and a database scheme $DB^{BCQ}$ associated to $q$ and $DB$. Let $e_0 = n, e_1 = e_0 + |C_Y|, \ldots, e_m = e_{m-1} + |C_Y|$ be integer numbers. Let $f_i : C_Y \mapsto [e_i-1+1, e_i]$ be a bijection between the set of values $C_Y$ to the set of integers in the interval $[e_i-1+1, e_i]$, for $i = 1, \ldots, m$.

The database $DB^{BCQ}$ consists of the relations 
\[ t_{i,k} = \{ (f_i(x_{i,p}), (u_{i,k,1}), \ldots, f_i(x_{i,p}) (u_{i,k,r})) \}, \text{ for } i = 1, \ldots, n, k = 1, \ldots, d_i, \text{ where } \langle u_{i,k,1}, \ldots, u_{i,k,r} \rangle \text{ is the } k\text{th tuple of the relation } p_i \text{ of } DB, \text{ and of the relations } g_i = \{ (e_{i-1}+1, \ldots, e_i) \}, \text{ for } i = 1, \ldots, m. \]

The metaqery $Q^{BCQ}$ is 
\[ Q_1(1, X_1) \leftarrow Q_1(1, X_1), Q_2(2, X_2), \ldots, Q_n(n, X_n), \]
\[ \{g_1(Y_1), \ldots, g_m(Y_m)\} \]

Let $\sigma$ be a substitution satisfying $q$, and let $\rho(q) = \{p_1(x_1), \ldots, p_n(x_n)\}$ be a ground instance of $q$. Consider the type-0 (hence also type-1 and type-2) instantiation of $Q^{BCQ}$ on $DB^{BCQ}$ 
\[ \sigma^p = \{ \langle Q_1(1, X_1), t_{1,j_1}(1, X_1) \rangle, \ldots, \langle Q_n(n, X_n), t_{n,j_n}(n, X_n) \rangle \} \]
where $j_1, \ldots, j_n$ are such that $x_1 = \langle u_{1,j_1,1}, \ldots, u_{1,j_1,r} \rangle$, for $i = 1, \ldots, n$ (that is $x_1$ is the $j_1$th tuple of the relation $p_1$ of $DB$). As $\sigma$ is a substitution satisfying $q$, and the unique tuple of the relation $t_{1,j_1}$ is obtained from $x_1$ through the bijections $f_1, \ldots, f_m$, then the relation 
\[ t_{1,j_1}(1, X_1) \cong \ldots \cong t_{n,j_n}(n, X_n) \cong g_1(Y_1) \cong \ldots \cong g_m(Y_m) \]
is nonempty, and $cnf(\sigma^p(\hat{Q}^{BCQ}))$, $cvr(\sigma^p(\hat{Q}^{BCQ}))$, and $sup(\sigma^p(\hat{Q}^{BCQ}))$ are equal to 1 on $DB^{BCQ}$.

Vice versa, consider an instantiation $\sigma$ of $Q^{BCQ}$ on $DB^{BCQ}$. Because of the presence of the constant $i$ in $Q_i(i, X_i) (1 \leq i \leq n)$, $\sigma$ maps $Q_i(i, X_i)$ to a relation $t_{i,j_i} (1 \leq j_i \leq d_i)$ of $DB^{BCQ}$. Furthermore, as $g_1(Y_1)$ belongs to $Q^{BCQ}$, to be $cnf(\sigma^p(\hat{Q}^{BCQ}))$, $cvr(\sigma^p(\hat{Q}^{BCQ}))$, and $sup(\sigma^p(\hat{Q}^{BCQ}))$ non zero, it is the case that $\sigma$ maps each $X_i$ into itself, i.e. that none of the $X_i$ arguments is permuted. Thus, $x_i = \langle f_{X_i}^{-1}(u_{i,j_i,1}), \ldots, f_{X_i}^{-1}(u_{i,j_i,r}) \rangle$ is a tuple of the relation $p_i$ of $DB$ $(1 \leq i \leq n)$ and the substitution $\rho^p$ for the variables $Y_1, \ldots, Y_m$ such that $\rho^p(q) = \{p_1(x_1, \ldots, x_n)\}$ satisfies $q$.

(2) Now we build a metaqery $Q^{BCQ}$ and a database scheme $DBS^{BCQ}$ associated to $q$ and $DB$. Let $S_c$ denote a new distinct type having domain $\{i\}$, for $i = 1, \ldots, n + m$, and let $T_c$ denote a new distinct type such that $\{1, \ldots, n+m\}$ are not in the domain of $T_c$. For $i = 1, \ldots, m, c \in C_Y$.

The database scheme $DBS^{BCQ}$ consists of the relation schemes 
\[ T_{i,j} = \{t_i, B_{i,j,0}, B_{i,j,1}, \ldots, B_{i,j,r} \}; \]
with $\text{typ}(B_{i,j,0}) = S_i$ and $\text{typ}(B_{i,j,k}) = T_{i,j,k}$, where $(u_{i,j,1}, \ldots, u_{i,j,r})$ denotes the $j$th tuple of the relation $p_i$ of $DB$, for $i = 1, \ldots, n$, $j = 1, \ldots, d_i, k = 1, \ldots, r_i$.

- $G_{i,c} = \{g_{i,c}, C_{i,c}, \ldots\}$; 
with $\text{typ}(C_i) = S_{n+1}$ and $\text{typ}(C_{i,c}) = T_{i,c}$, for $i = 1, \ldots, m, c \in C_Y$.

The metaqery $Q^{BCQ}$ is 
\[ Q_1(1, X_1) \leftarrow Q_1(1, X_1), \ldots, Q_n(n, X_n), G_1(n+1, Y_1), \ldots, G_m(n+m, Y_m) \]

Let $\sigma$ be a substitution satisfying $q$, and let $\rho(q) = \{p_1(x_1), \ldots, p_n(x_n)\}$ be a ground instance of $q$. Consider the type-0 (hence also type-1 and type-2) consistent instantiation of $Q^{BCQ}$ on $DBS^{BCQ}$ 
\[ \sigma^p = \{ \langle Q_1(1, X_1), t_{1,j_1}(1, X_1) \rangle, \ldots, \langle Q_n(n, X_n), t_{n,j_n}(n, X_n) \rangle, \ldots \}
\[ \langle G_1(n+1, Y_1), g_{1,1}(n+1, C_{1,c}) \rangle, \ldots, \langle G_m(n+m, Y_m), g_{m,n+m}(Y_m) \rangle \]
where $j_1, \ldots, j_n$ are such that $x_1 = \langle u_{1,j_1,1}, \ldots, u_{1,j_1,r} \rangle$, for $i = 1, \ldots, n$ (that is $x_1$ is the $j_1$th tuple of the relation $p_i$ of $DB$). As $\sigma$ is a substitution satisfying $q$, then $\sigma^p$ is a consistent instantiation of $Q^{BCQ}$ on $DBS^{BCQ}$.

Vice versa, consider a consistent instantiation $\sigma$ of $Q^{BCQ}$ on $DBS^{BCQ}$. Because of the presence of the constant $i$ in $Q_i(i, X_i)$ and $n + j$ in $G_j(n + j, Y_j)$ $(1 \leq i \leq n, 1 \leq j \leq m)$, $\sigma$ maps $Q_i(i, X_i)$ to a relation $t_{i,j_i} (1 \leq j_i \leq d_i)$ and $G_j(n + j, Y_j)$ to a relation $g_{j,c}(n + j, Y_j) (c_j \in C_Y)$ of $DBS^{BCQ}$. Consequently, it is the case that $\sigma$ maps each $X_i$ into itself, i.e. that none of the $X_i$ arguments is permuted. Thus, $x_i = \langle c_{j_1}, \ldots, c_{j_n} \rangle$.
is a tuple of the relation $p_i$ of $DB$ ($1 \leq i \leq n$) and the substitution $\rho^\sigma$ for the variables $Y_1, \ldots, Y_m$ such that $\rho^\sigma(q) = \{p_i(x_1, \ldots, x_n)\}$ satisfies $q$.

**Theorem 3.5** The complexity of

1. $\#(DB, Q, I, k, T)$, with $I \in \{\text{cvr, sup}\}$ and
2. $\#(DBS, Q, T)$, with $I \in I$

is $\#P$-complete.

**Proof.** Theorem 3.4 proves that problems (1) and (2) are $\#P$-hard. In order to prove $\#P$-completeness of these problems, it remains to show their $\#P$-membership. The latter property follows immediately from the fact that the existential versions of the problems for (1) and (2), i.e. the problems $(DB, Q, I, k, T)$ and $(DBS, Q, T)$ respectively, are in NP. 

### 4. Redundance of instantiations

In [7,8] the process of answering a metaquery is divided into two stages: the instantiation stage and the filtration stage.

During the instantiation stage the set of consistent instantiations of the metaquery are determined. The instantiations stage is similar to solving a Constraint Satisfaction Problem (CSP) [11] where we are looking for all the solutions of the CSP. In the filtration stage, the instantiated metaqueries, resulting from the instantiation stage, having low values of support, cover or confidence are filtered out.

It follows from the results referred to in the previous section, that the former problem is as hard as the latter, at least when support and cover are considered. But, as the instantiation stage does not involve the use of the (expensive) join operator, the preprocessing stage can apportion significant time savings to the overall process of answering a metaquery.

Furthermore, we note that the output of the filtration stage is sometimes, so as to say, redundant. That is, the set $\Sigma_0(Q, DBS, T)$ could contain instantiations that are essentially a syntactical variant of other instantiations contained in the same set. Thus, in order to speed-up result construction is therefore interesting to be able to discard those redundant instantiations in the first place.

Now we give an overview of the section contents. Section 4.2 defines redundancy between instantiations. Intuitively, two instantiations $\sigma$ and $\sigma'$ are to be considered redundant if they are syntactically equivalent, i.e. if there exists a variable mapping $h$ such that $h(\sigma)$ equals $\sigma'$. Hence, two redundant instantiations are essentially the same instantiation. Furthermore, two sets of instantiations $\Sigma$ and $\Sigma'$ are redundant iff for each $\sigma \in \Sigma$ there exists $\sigma' \in \Sigma'$ such that $\sigma$ and $\sigma'$ are redundant, and vice versa.

Section 4.3 introduces the concept of metaquery variant and the concept of redundancy between variants. A variant $Q'$ of a metaquery $Q$, is a metaquery obtained from $Q$ by permutation of ordinary variables of $Q$ and possibly adding new ordinary variables, while $Q$ and $Q'$ are defined to be redundant if, for each database, index, and threshold, the sets $\Sigma$ and $\Sigma'$ of the instantiations of $Q$ and $Q'$ respectively, are redundant.

After defining variants and the associated redundancy concept, Theorem 4.16 states that $Q$ and $Q'$ are redundant iff $Q$ and $Q'$ are syntactically equivalent, i.e. iff there exists a variable mapping $h$ and a reordering $\pi$ of literal schemes such that $Q$ equals $h(\pi(Q'))$.

Finally, Theorem 4.20 proves that the set of all non redundant instantiations of a given metaquery is equivalent (via redundancy) to the union of the sets of all non redundant instantiations of its non redundant variants. Theorem 4.20 explains the reasons for defining metaquery variants. Indeed, it has a practical relevance, as it suggests that in order to compute the consistent instantiations of a metaquery, it is better to compute first all its non redundant metaquery variants and then to find the consistent instantiations of these variants.

We introduce next the notion of redundancy between instantiations with some examples and then formalize it.

#### 4.1. Preliminary definitions

First we define the notion of equality of two, respectively, literal schemes, substitutions, sequences of literal schemes and metaqueries.

**Definition 4.1 (Equality of two relation patterns)** Let $P(X)$ and $Q(Y)$ be two relation patterns. We say that $P(X)$ and $Q(Y)$ are equal under the type-0 semantics, written $P(X) =_0 Q(Y)$, if they are syntactically identical. We say that $P(X)$ and $Q(Y)$ are equal under the type-T semantics, with $T \in \{1,2\}$, written $P(X) =_T Q(Y)$, if $P(X) =_0 Q(\Pi(Y))$, where $\Pi : Y \rightarrow Y$ is a permutation of the arguments of $Q(Y)$.

For example, $R(A, B) =_T R(A, B)$ for $T \in \{0,1,2\}$, but $R(A, B) \neq_0 R(B, A)$, while $R(A, B) =_T R(B, A)$ holds for $T \in \{1,2\}$.
Definition 4.2 (Equality of two atoms) Let \( p(X) \) and \( q(Y) \) be two atoms. We say that \( p(X) \) and \( q(Y) \) are equal under the type-\( T \) semantics, written \( p(X) \equiv_T q(Y) \), iff they are syntactically identical.

Definition 4.3 (Equality of two substitutions) Let \( \sigma \) and \( \sigma' \) be two type-\( T \) substitutions. We say that \( \sigma \) and \( \sigma' \) are equal under type-\( T \) semantics, written \( \sigma \equiv_T \sigma' \), iff for each pair \( \langle R, A \rangle \in \sigma \) there exists a pair \( \langle R', A' \rangle \in \sigma' \) such that \( R \equiv_T R' \) and \( A \equiv_T A' \), and vice versa.

Definition 4.4 (Equality of two sequences) Let \( S = L_1, \ldots, L_m \) and \( S' = L'_1, \ldots, L'_m \) be two sequences of literal schemes, and let \( T \in \{ 0, 1, 2 \} \). We say that \( S \) and \( S' \) are equal under type-\( T \) semantics, written \( S \equiv_T S' \), iff \( L_i \equiv_T L'_i \), for each \( i = 1, \ldots, m \).

For example, \( R(A, B), S(B, C) \equiv_T R(A, B), S(B, C) \) for \( T \in \{ 0, 1, 2 \} \) as the two sequences are syntactically identical, but \( R(A, B), S(B, C) \not\equiv_T R(A, B), S(C, B) \), while \( R(B, A), S(B, C) \equiv_T R(A, B), S(B, C) \) hold for \( T \in \{ 1, 2 \} \). On the contrary, \( R(A, B), (B, C) \not\equiv_T S(B, C), R(A, B) \) for each \( T \in \{ 0, 1, 2 \} \), as the literal schemes \( R(A, B) \) and \( S(B, C) \) are different in the two sequences.

Definition 4.5 (Equality of two metaqueries) Let \( Q = Q_1 \leftarrow Q_2, \ldots, Q_m \equiv Q'_1 \leftarrow Q'_2, \ldots, Q'_m \) be two metaqueries, and let \( T \in \{ 0, 1, 2 \} \). We say that \( Q \) and \( Q' \) are equal under type-\( T \) semantics, written \( Q \equiv_T Q' \), iff \( L_1, \ldots, L_m \equiv_T L'_1, \ldots, L'_m \), for each \( i = 1, \ldots, m \).

4.2. Redundance of instantiations

We start with an example. Consider the metaquery \( Q = P(X, Y) \leftarrow Q(Y, Z), R(Z, X) \) and the database \( DB_1 \). Then the type-1 instantiations

\[
\sigma_1 = \{ (P(X, Y), UsPT(Y, X)), (Q(Y, Z), UsCa(Y, Z)), (R(Z, X), Cate(Z, X)) \}
\]

\[
\sigma_2 = \{ (P(X, Y), UsPT(Y, X)), (Q(Y, Z), Cate(Z, Y)), (R(Z, X), UsCa(X, Z)) \}
\]

belong to \( \Sigma_c(Q, DBS_1, 1) \), and to \( \Sigma(Q, DB, I, 0, 1) \) for each \( I \in I \). Consider now the metaqueries \( \sigma_1(Q) \):

\[
UsPT(Y, X) \leftarrow UsCa(Y, Z), Cate(Z, X)
\]

and \( \sigma_2(Q) \):

\[
UsPT(X, Y) \leftarrow Cate(Z, Y), UsCa(X, Z).
\]

Despite being syntactically different, \( \sigma_1(Q) \) and \( \sigma_2(Q) \) represent the same metaquery. Thus, the simultaneous presence of both \( \sigma_1 \) and \( \sigma_2 \) in the sets \( \Sigma_c(Q, DBS_1, 1) \) and \( \Sigma(Q, DB, I, 0, 1) \) makes these sets, in some sense, redundant. If we look carefully at the two above instantiations, we can say that they are to be considered redundant as they are essentially the same instantiation. The following definition formalizes the above intuition.

Definition 4.6 (Variable mapping) Let \( Q \) and \( Q' \) be two metaqueries. A variable mapping \( h \) of \( Q \) into \( Q' \) is a bijection \( h : var(Q) \to var(Q') \). We denote by \( h(Q) \) the metaquery obtained substituting each variable \( X \) of \( Q \) with \( h(X) \).

Definition 4.7 (Redundant instantiations) Let \( Q \) and \( Q' \) be two metaqueries, and let \( \sigma \) and \( \sigma' \) be two type-\( T \) instantiations on \( Q \) and \( Q' \) respectively. We say that \( \sigma \) and \( \sigma' \) are redundant under type-\( T \) semantics, written \( \sigma \equiv_T \sigma' \), if there exists a variable mapping \( h \) of \( Q \) into \( Q' \), which maps the head of \( Q \) into the head of \( Q' \), such that \( h(\sigma) = \sigma' \), where \( h(\sigma) = \{ (h(R), h(A)) \mid R, A \in \sigma \} \).

Resuming our example, let \( h(Y) = X, h(X) = Y, h(Z) = Z, h(Q) = R, \) and \( h(R) = Q \), then \( \sigma_1 \equiv_1 \sigma_2 \) as

\[
\{ (h(P(X, Y)), UsPT(Y, X)), (P(Y, X), UsPT(Y, X)) \} =
\{ (P(X, Y), UsPT(Y, X)) \}
\]

\[
\{ (h(Q(Y, Z)), UsCa(Y, Z)), (R(Z, X), UsCa(X, Z)) \} =
\{ (R(Z, X), UsCa(X, Z)) \}
\]

\[
\{ (h(R(Z, X)), h(Cate(Z, X))) \} =
\{ (Q(Y, Z), Cate(Z, Y)) \}
\]

Definition 4.8 (Redundant sets of instantiations) Let \( Q \) and \( Q' \) be two metaqueries and let \( \Sigma \) and \( \Sigma' \) be two sets of instantiations of type-\( T \) on \( Q \) and \( Q' \) respectively. We say that \( \Sigma \) and \( \Sigma' \) are redundant, written \( \Sigma \equiv_T \Sigma' \), if for each \( \sigma \in \Sigma \) there exists \( \sigma' \in \Sigma' \) such that \( \sigma \equiv_T \sigma' \), and vice versa. We write \( \Sigma \equiv_T \Sigma' \) if
for each \( \sigma \in \Sigma \) there exists one and only one \( \sigma' \in \Sigma' \) such that \( \sigma \equiv_T \sigma' \), and for each \( \sigma' \in \Sigma' \) there exists one and only one \( \sigma \in \Sigma \) such that \( \sigma' \equiv_T \sigma \).

**Definition 4.9 (Minimal set of instantiations)** Let \( T \in \{0, 1, 2\} \), let \( Q \) be a metaquery, let \( DB \) be a database, let \( I \in \Gamma \) and let \( k \) be a rational number in \([0, 1)\). We define \( \tilde{\Sigma}(Q, DB, I, k, T) \) as the smallest subset of \( \Sigma(Q, DB, I, k, T) \) such that \( \Sigma(Q, DB, I, k, T) \equiv_T \tilde{\Sigma}(Q, DB, I, k, T) \).

4.3. Variants and redundancy of variants

Now we define the concept of metaquery variant, the notion of redundancy between variants, and then we explain how variants are related to the property of redundancy between instantiations.

**Definition 4.10 (Metaquery variants)** Let \( Q \) and \( Q' \) be two metaqueries, we say that:

- \( Q' \) is a 1,0-variant of \( Q \) if \( Q = Q' \);
- \( Q' \) is a 2,1-variant of \( Q \) if there exists a metaquery \( Q'' \) such that \( Q'' =_0 Q' \), where \( Q'' \) is obtained from \( Q \) augmenting the sequence of ordinary variables of every relational pattern of \( Q \) with a possibly empty sequence of padding variables;
- \( Q' \) is a 2,0-variant of \( Q \) if there exists a metaquery \( Q'' \) such that \( Q'' =_0 Q' \), and \( Q' \) is a 1,0-variant of \( Q'' \).

For example, consider the metaqueries:

\[
Q_1 = P(X, Y) \leftarrow Q(X, Y, Z), R(Z)
\]
\[
Q_2 = P(Y, X) \leftarrow Q(X, Z, Y), R(Z)
\]
\[
Q_3 = P(X, Y, A) \leftarrow Q(X, Y, Z), R(Z, B)
\]
\[
Q_4 = P(A, X, Y) \leftarrow Q(Z, X, Y), R(Z, B)
\]

Then:

- \( Q_2 \) is a 1,0-variant of \( Q_1 \) as both \( P(X, Y) \) and \( Q(X, Y, Z) \) differ from \( P(Y, X) \) and \( Q(X, Z, Y) \) only for a permutation of the ordinary variables,
- \( Q_3 \) is a 2,1-variant of \( Q_1 \) as it is obtained augmenting \( P(X, Y) \) with \( A \) and \( R(Z) \) with \( B \),
- \( Q_4 \) is a 1,0-variant of \( Q_3 \) as it is obtained permuting the arguments of the literal schemes of \( Q_3 \), and
- \( Q_1 \) is a 2,0-variant of \( Q_1 \) as it is a 1,0-variant of \( Q_3 \) which is a 2,1-variant of \( Q_1 \).

**Definition 4.11 (Redundant variants)** Let \( Q \) be a metaquery, let \( T_1, T_2 \in \{0, 1, 2\} \), and let \( Q_1 \) and \( Q_2 \) be two \( T_1, T_2 \)-variants of \( Q \). We say that \( Q_1 \) and \( Q_2 \) are **redundant** under type-\( T_2 \) instantiations, written \( Q_1 \equiv_{T_2} Q_2 \), iff for each database \( DB \), index \( I \in \Gamma \) and threshold value \( k \), \( \Sigma(Q_1, DB, I, k, T_2) \equiv_{T_2} \Sigma(Q_2, DB, I, k, T_2) \).

**Definition 4.12 (Isolated variable)** Let \( Q \) be a metaquery, and let \( X \) be an ordinary variable of \( Q \). We say that \( X \) is isolated if it occurs into only one literal scheme of \( Q \).

For example, consider the metaquery \( Q = P(X, Y) \leftarrow Q(X, Z), R(W) \). Then, the ordinary variables \( Z \) and \( W \) are isolated.

**Definition 4.13 (General metaquery)** Let \( Q \) be a metaquery. We say that \( Q \) is **general** under the type-0 and type-1 semantics if \( Q \) does not contain atoms. We say that \( Q \) is **general** under the type-2 semantics if \( Q \) does not contain neither atoms nor isolated ordinary variables.

From now we shall deal only with general metaqueries. Note that, under the type-2 semantics, isolated ordinary variables occurring into literal schemes do not affect the pattern specified by the metaquery. We will show in Section 7 how metaqueries containing atoms can be managed.

**Problem 4.14 (Redundance of variants)** Given a general metaquery \( Q \) and two \( T_1, T_2 \)-variants \( Q_1 \) and \( Q_2 \) of \( Q \), \( T_1, T_2 \in \{0, 1, 2\} \), \( T_1 > T_2 \), is it true that \( Q_1 \equiv_{T_2} Q_2 \) ?

**Definition 4.15 (Reordering)** Let \( Q = H \leftarrow B_1, \ldots, B_m \) be a metaquery. A reordering \( \pi \) of \( Q \) is a bijection \( \pi : ls(Q) \rightarrow ls(Q) \) which maps the head of \( Q \) into itself. We denote by \( \pi(Q) \) the metaquery \( H \leftarrow \pi(B_1), \ldots, \pi(B_m) \).

The following theorem states an important result regarding general metaqueries, i.e. that two variants of a general metaquery are redundant if and only if they are syntactically equivalent.

**Theorem 4.16** Let \( Q \) be a general metaquery, let \( T_1, T_2 \in \{0, 1, 2\} \), \( T_1 > T_2 \), and let \( Q_1 \) and \( Q_2 \) be two \( T_1, T_2 \)-variants of \( Q \). Then \( Q_1 \equiv_{T_2} Q_2 \) iff there exist a variable mapping of \( Q_2 \) into \( Q_1 \) and a reordering \( \pi \) of \( Q_2 \) such that \( Q_1 \equiv_{T_2} h(\pi(Q_2)) \).

\(^1\)Recall that \( ls(Q) \) denotes the set of literal schemes occurring in \( Q \).
Proof. \((\Rightarrow)\) Let \(Q_1\) be
\[
P_1(X_1) \leftarrow P_2(X_2), \ldots, P_m(X_m),
\]
and let \(Q_2\) be
\[
P_1(Y_1) \leftarrow P_2(Y_2), \ldots, P_m(Y_m).
\]
Let \(g\) be a bijection defined on the set of variables occurring into the metaquery \(Q\), such that, for each variable \(V\) of \(Q\), \(g(V)\) is a new constant associated to \(V\). Let \(L\) be a literal scheme of \(Q\), then \(g(L)\) denotes the ground atom obtained from \(L\) substituting each ordinary and predicate variables of \(L\) with \(g(V)\).

Consider the database \(DB^{Q_1} = \{g(P_1(X_1)) \mid 1 \leq i \leq m\}\), i.e. the database obtained grounding the literal schemes occurring into \(Q_1\) through the mapping \(g\). Then \(\sigma_1 = \{\{P_1(X_1), g(P_1(X_1)) \mid 1 \leq i \leq m\}\) belongs to \(\Sigma(Q_1, DB^{Q_1}, I_0, T_2)\), for each \(I \in I\). Indeed, the relation
\[
r = g(P_1(X_1)) \ltimes g(P_2(X_2)) \ltimes \ldots \ltimes g(P_m(X_m))
\]
is not empty on the database \(DB^{Q_1}\): by construction, and 
\[
cur(\sigma_1(Q_1)) = \frac{|\pi_{\text{att}}(X_1, \ldots, X_m)(r)|}{|g(P_1(X_1)) \ltimes \ldots \ltimes g(P_m(X_m))|} > 0,
\]
\[
\sup(\sigma_1(Q_1)) = \max_{2 \leq i \leq m} \left\{ \frac{|\pi_{\text{att}}(X_i)(r)|}{|g(P_1(X_1))|} \right\} > 0,
\]
on \(DB^{Q_1}\): \(Q_1 \equiv_{T_2} Q_2\) implies that there exists an instantiation \(\sigma_2 \in \Sigma(Q_2, DB^{Q_2}, I_0, T_2)\) and a variable mapping \(h\) such that \(\sigma_2 \equiv_{T_2} h(\sigma_2)\). Let \(\sigma_2 = \{\{P_j(Y_j), r_j(Y_j)\} \mid 1 \leq j \leq m\}\), where \(r_j\) is a relation of \(DB^{Q_2}\) and \(Y_j\) is obtained by permutation of the variables and constants in \(Y_1\), possibly associated with a set of padding variables, for each \(j = 1, \ldots, m\). Then there exists a permutation \(\rho^2\) of \(\{1, \ldots, m\}\) such that
\[
\left\{ \begin{array}{l}
P_{\rho(j)}(X_{\rho(j)}) =_{T_2} h(P_j(Y_j)) \\
g(P_{\rho(j)}(X_{\rho(j)})) =_{T_2} r_j(h(Y_j))
\end{array} \right., \quad j = 1, \ldots, m
\]
Hence, it is immediate to build from the permutation \(\rho\) a reordering \(\pi\) of \(Q_2\) such that \(Q_1 =_{T_2} h(\pi(Q_2))\).

\((\Leftarrow)\) The inverse implication is immediate. \(\square\)

For example, consider the general metaquery \(Q = P(X, Y) \leftarrow Q(Y, Z), R(Z, X)\) and the following two redundant 2.0-variants of \(Q\): \(Q_1 = P(X, Y) \leftarrow Q(Y, Z, A), R(Z, X, B)\) and \(Q_2 = P(Y, X) \leftarrow Q(Z, Y, A), R(X, Z, B)\). Then the database \(DB^{Q_1}\) is \(\{p(x, y), q(y, z, a), r(z, x, b)\}\) and
\[
s_1 = \{(P(X, Y), p(X, Y)),
\]
\[
\langle Q(Y, Z, A), q(Y, Z, A) \rangle,
\]
\[
\langle R(Z, X, B), r(Z, X, B) \rangle
\]
certainly belongs to \(\Sigma(Q_1, DB^{Q_1}, I, 0, 0)\), for each \(I \in I\) and \(k \in [0, 1]\). Consider the instantiation
\[
s_2 = \{(P(Y, X), p(X, Y)),
\]
\[
\langle R(X, Z, B), q(X, Z, B) \rangle,
\]
\[
\langle Q(Z, Y, A), r(Z, Y, A) \rangle
\]
of \(Q_2\) belonging to \(\Sigma(Q_2, DB^{Q_2}, I, k, 0)\), for each \(I \in I\) and \(k \in [0, 1]\), and redundant to \(s_1\), as \(\sigma_1 = 0\ h(\sigma_2)\), where \(h\) is such that \(h(P) = P, h(Q) = R, h(R) = Q, h(X) = Y, h(Y) = X, h(Z) = Z, h(A) = B, h(B) = A\). Now, we can build a reordering \(\pi\) such that \(Q_1 = 0\ h(\pi(Q_2))\). In particular, \(\pi\) is such that \(\pi(P(X, Y)) = P(X, Y), \pi(Q(Z, Y, A)) = R(X, Z, B)\), and \(\pi(R(X, Z, B)) = Q(Z, Y, A)\).

Vice versa, consider the general metaquery \(Q = P(X, Y) \leftarrow Q(Y, Z), R(Z, W)\) and the following two 1.0-variants of \(Q\): \(Q_1 = Q\) and \(Q_2 = P(Y, X) \leftarrow Q(Z, Y), R(W, Z)\). It is easy to verify that there does not exist a variable mapping \(h\) and a reordering \(\pi\) such that \(Q_1 = 0\ h(\pi(Q_2))\). Nevertheless, if we release the constraint that \(\pi\) must map the head of \(Q_2\) into itself, we can obtain the above equality as follows: \(h(P) = R, h(R) = P, h(Q) = Q, h(X) = W, h(W) = X, h(Y) = Z, h(R) = Y, \pi(\langle P(Y, X) \rangle) = R(W, Z), \pi(\langle Q(Z, Y) \rangle) = Q(Z, Y)\), and \(\pi(R(W, Z)) = P(X, Y)\). Now, we verify that \(Q_1\) and \(Q_2\) are not redundant under type-0 semantics. Let \(DB^{\sup}\) be the database \(\{p(y, z, w), q(y, z, w)\}\). Then, for each \(k \in [0, 1]\), the instantiation
\[
\sigma_1 = \{(P(X, Y), p(X, Y)), (Q(Y, Z), q(Y, Z)),
\]
\[
\langle R(Z, W), r(Z, W) \rangle\}
\]
belongs to \(\Sigma(Q_1, DB^{\sup}, sup, k, 0)\), while the unique instantiation of \(\Sigma(Q_2, DB^{\sup}, sup, k, 0)\) having non

\footnote{Recall that \(\rho(1) = 1\) by definition of redundant instantiations.}
Let \( Q \) be a general metaquery, \( DB \) be a database, \( I \in \mathbb{I}, k \in [0, 1], T \in \{1, 2\}, \) and let
\[
\mathcal{M} = \bigcup_{Q' \in \mathcal{V}_{T, 0} Q} \Sigma(Q', DB, I, k, 0), \quad \text{and}
\]
\[
\widehat{\mathcal{M}} = \bigcup_{Q' \in \mathcal{V}_{T, 0} Q} \Sigma(Q', DB, I, k, 0).
\]

**Theorem 4.20** Let \( Q \) be a general metaquery, \( DB \) be a database, \( I \in \mathbb{I}, k \in [0, 1], T \in \{1, 2\}, \) and let
\[
\mathcal{M} = \bigcup_{Q' \in \mathcal{V}_{T, 0} Q} \Sigma(Q', DB, I, k, 0), \quad \text{and}
\]
\[
\widehat{\mathcal{M}} = \bigcup_{Q' \in \mathcal{V}_{T, 0} Q} \Sigma(Q', DB, I, k, 0).
\]

**Proof.** Let \( Q = \Pi_1(X_1) \leftarrow \Pi_2(X_2) \ldots, p_m(X_m). \)

(1) Consider the inclusion \( \Sigma(Q, DB, I, k, T) \supseteq \) rest(\( \mathcal{M}, ov(Q) \)). Let \( Q' \) be a \( T, 0 \)-variant of \( Q \) and let \( \sigma'' \) be a type-0 instantiation of \( Q' \) belonging to \( \Sigma(Q', DB, I, k, 0) \). Then
\[
P_1(\Pi_1(X_1 \cup A_1)) \leftarrow
P_2(\Pi_2(X_2 \cup A_2)), \ldots, \Pi_m(\Pi_m(X_m \cup A_m))
\]
where \( A_1, \ldots, A_m \) are possibly empty sets of padding ordinary variables and \( \Pi_1, \ldots, \Pi_m \) are permutations of the sets \( X_1 \cup A_1, \ldots, X_m \cup A_m \) respectively, while \( \sigma'' = \{(\Pi(X_j), p_j(Y_j)) | 1 \leq j \leq m\} \). Now consider the instantiation \( \sigma' = \text{rest}(\sigma'', ov(Q)) \).

(2) \( \Sigma(Q, DB, I, k, T) \supseteq \text{rest}(\mathcal{M}, ov(Q)) \). As \( \sigma'(Q) \) is identical to \( \sigma''(Q') \), then \( \sigma' \in \Sigma(Q, DB, I, k, T) \).

Consider now the inclusion \( \text{rest}(\mathcal{M}, ov(Q)) \supseteq \Sigma(Q, DB, I, k, T) \). Let \( \sigma \) be an instantiation belonging to \( \Sigma(Q, DB, I, k, T) \). Now we show that there exists a \( T, 0 \)-variant \( Q' \) of \( Q \) such that \( \sigma \) belongs to
\( \text{rest}(\Sigma(Q', DB, I, k, 0), ov(Q')) \).

Let
\[
\sigma = \{(\Pi(X_j), p_j(Y_j)) | 1 \leq j \leq m\},
\]
then, by definition of instantiation, there exist possibly empty sets \( A_1, \ldots, A_m \) of padding variables such that \( Y_j = X_j \cup A_j \), for \( j = 1, \ldots, m \), and permutations \( \Pi_1, \ldots, \Pi_m \) of the sets \( X_1 \cup A_1, \ldots, X_m \cup A_m \) respectively, such that the sequence of ordinary variables and constants \( \Pi_j(X_j \cup A_j) \) coincides with the sequence \( Y_j \), for each \( j = 1, \ldots, m \). Consider the metaquery
\[
Q' = \Pi_1(X_1 \cup A_1) \leftarrow
P_2(\Pi_2(X_2 \cup A_2)), \ldots, \Pi_m(\Pi_m(X_m \cup A_m))
\]
then \( Q' \) is a \( T, 0 \)-variant of \( Q \), and \( \sigma'' = \{(\Pi(X_j \cup A_j), p_j(Y_j)) | 1 \leq j \leq m\} \) is a type-0 instantiation belonging to \( \Sigma(Q', DB, I, k, 0) \), as \( \sigma''(Q') \) is identical to \( \sigma(Q) \). Clearly, \( \sigma' = \text{rest}(\sigma'', ov(Q)) = \text{rest}(\sigma'', ov(Q')) \).
By contradiction, assume that \( h \) and a permutation and redundant instantiations, such that \( Q \) the head of for each pair Proof. Let \( \Sigma(Q, DB, I, k, T) \equiv_T rest(M, ov(Q)) \). Now we prove that \( \tilde{M} \) is the smallest subset of \( M \) such that \( M \equiv_T \tilde{M} \), or equivalently that for each pair \( Q', Q'' \) of distinct metaqueries belonging to \( \bigvee \limits_{T,0}^0 Q \), and for each pair \( \sigma', \sigma'' \) of instantiations such that \( \sigma' \in \Sigma(Q', DB, I, k, 0) \) and \( \sigma'' \in \Sigma(Q'', DB, I, k, 0) \), it holds that \( \sigma' \not\equiv_0 \sigma'' \). By contradiction, assume that there exist \( Q', Q'', \sigma', \) and \( \sigma'' \) as defined above, such that \( \sigma' \equiv_0 \sigma'' \). Let \( Q' = P_1(\Pi'_1(X_1 \cup A_1)) \leftarrow P_2(\Pi'_2(X_1 \cup A_2)), \ldots, P_m(\Pi'_m(X_m \cup A_m)) \) \( Q'' = P_1(\Pi'_1(X_1 \cup B_1)) \leftarrow P_2(\Pi'_2(X_1 \cup B_2)), \ldots, P_m(\Pi'_m(X_m \cup B_m)) \) then \( \sigma' \equiv_0 \sigma'' \) implies that there exists a variable mapping \( h \) and a permutation \( \rho \) of \( \{1, \ldots, m\} \), which maps the head of \( Q' \) into the head of \( Q'' \) by definition of redundant instantiations, such that \( P_j(\Pi'_j(X_j \cup A_j)) =_0 h(P_{\rho(j)}(\Pi'_{\rho(j)}(X_{\rho(j)} \cup B_{\rho(j)}))) \) and thus a reordering \( \pi \) such that \( Q' =_0 h(\pi(Q'')) \), i.e. \( Q' \) and \( Q'' \) are redundant under type-0 semantics, a contradiction. Thus \( \tilde{M} \) is the smallest subset of \( M \) such that \( \tilde{M} \equiv_T \tilde{M} \).

In order to conclude the proof, we need the following technical result.

Lemma 4.21 Let \( Q \) be a general metaquery, let \( DB \) be a database, let \( T \in \{1,2\} \), let \( Q_1 \) and \( Q_2 \) be two non redundant, 0-variants of \( Q \), and let \( \sigma_1 \) and \( \sigma_2 \) be two instantiations of \( Q_1 \) and \( Q_2 \) on \( DB \). Then \( rest(\sigma_1, ov(Q)) \not\equiv_0 rest(\sigma_2, ov(Q)) \).

Proof. Let \( \sigma_1 = \{P_j(X_j), p_j(X_j) \mid 1 \leq j \leq m\} \) and \( \sigma_2 = \{P_j(Y_j), q_j(Y_j) \mid 1 \leq j \leq m\} \). By contradiction, assume that \( rest(\sigma_1, ov(Q)) \equiv_0 rest(\sigma_2, ov(Q)) \). Then there exist a variable mapping \( h \) and a permutation \( \rho \) of \( \{1, \ldots, m\} \) such that \( rest(P_j(X_j), ov(Q)) =_0 rest(P_{\rho(j)}(Y_{\rho(j)}), ov(Q)) \) i.e. \( P_j =_0 P_{\rho(j)} \), and \( p_j(X_j) =_0 q_{\rho(j)}(Y_{\rho(j)}) \) i.e. \( X_j =_0 Y_{\rho(j)} \) and thus a reordering \( \pi \) such that \( Q_1 =_0 h(\pi(Q_2)) \), a contradiction.

We can thus resume the proof of Theorem 4.20 by noting that, from Lemma 4.21 it follows that \( rest(\tilde{M}, ov(Q)) \) is the smallest subset of \( rest(M, ov(Q)) \) such that \( rest(\tilde{M}, ov(Q)) \equiv_T rest(M, ov(Q)) \).

5. Deciding redundancy

Theorem 4.20 establishes an important relationship between the set \( \Sigma(Q, DB, I, k, T) \) and the non redundant \( T \), 0-variants of a metaquery. Thus, in order to take advantage of this relationship it is needed to have an effective method to check the redundancy of two variants of a metaquery.

This problem is taken into account in the following. Indeed, Theorems 5.2 and 5.3 show that the problems of deciding if two metaquery variants are redundant and if two instantiations of a metaquery are redundant reduce to the graph isomorphism problem. These results make redundancy check effective by using well-known algorithms for solving graph isomorphism.

Section 5.1 introduces the concept of autoset. Intuitively, an autoset of a metaquery is a set of variables \( S \) such that, for each literal scheme of the metaquery, either all the variables of \( S \) occur in it, or none of the variables of \( S \) occur in it. Autosets are strictly related to the property of variant redundancy, as explained by Theorem 5.7 showing that if two variants are redundant via a variable mapping \( h \), then \( h \) is a bijection between autosets, besides being a bijection between variables. Hence, autosets can be exploited to speed-up redundancy check, as explained by Corollary 5.10, by considering a contraction of the metaquery instead of the original metaquery, where a contraction is obtained by “collapsing” autosets into a single new variable. Finally, Theorem 5.14 provides a method to compute the autosets of a metaquery in linear time.

Now we show that the well-known graph isomorphism algorithms can be exploited in order to check quite efficiently whether two metaquery variants are redundant.

Problem 5.1 (Graph isomorphism) Given two graphs \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \), we say that they are isomorphic if there exists a bijection \( \rho : V_2 \to V_1 \), that we call isomorphism, such that for each edge \((u, v) \in E_2 \) there exists an edge \((\rho(u), \rho(v)) \in E_1 \).
By little abuse of notation and for simplicity, in the following we will denote by $\rho(G_2)$ the graph $\{\{v\} \mid v \in V_2\}, \{(v, u) \mid (u, v) \in E_2\}$.

**Theorem 5.2** Redundance between variants of a general metaquery reduces to graph isomorphism.

**Proof.** We reduce general variants redundancy to undirected labelled graph isomorphism, that is to the special case of the graph isomorphism problem in which the two graphs are labelled and the isomorphism must preserve labels. Let $Q$ be a general metaquery, and let $T \in \{0, 1, 2\}$. We denote by $G_T(Q)$ an undirected labelled graph associated to $Q$ and defined as follows. For each variable and constant $V$ of $Q$ we introduce in $G_T(Q)$ a labelled node associated to $V$ and in addition a labelled node associated to each occurrence of $V$ in $Q$. The labels we employ in the reduction are the following:

- $y$ : denote the nodes associated to predicate variables;
- $x$ : denote the nodes associated to ordinary variables;
- $c$ : denote the nodes associated to constants c (i.e. we have a distinct label $c$ for each constant $c$ in the rule);
- $h$ : denotes the node associated to the predicate variable occurring in the head of the rule;
- $p$ : denote the nodes associated to predicate variables occurring in the body of the rule;
- $z$ : denote the nodes associated to ordinary variables and constants occurring in the rule, under type-1 and type-2 semantics;
- $1, 2, 3, \ldots$ : i.e. positive integer numbers, denote the nodes associated to ordinary variables and constants occurring in the rule, under type-0 semantics.

For each variable or constant $V$ of $Q$ and label $l$, let $ln(V, l)$ denote a node associated to $V$ having label $l$. For each variable and constant $V$ of $Q$, let

$$n(V) = \begin{cases} ln(V, y), & \text{if } V \text{ is a predicate variable} \\ ln(V, x), & \text{if } V \text{ is an ordinary variable} \\ ln(V, V), & \text{if } V \text{ is a constant} \end{cases}$$

The graph $G_T(Q)$ is built as follows:

- for each variable and constant $V$ of $Q$, put the node $n(V)$ into the graph $G_T(Q)$;
- for each literal scheme $P(X)$ in the body of $Q$, put the node $ln(P, p)$ and the edge $(n(P), ln(P, p))$ into $G_T(Q)$. If $P$ occurs many times in $Q$, then the nodes $ln(P, p)$ associated to each occurrence of $P$ are to be considered distinct;
- let $P(X)$ be the head of $Q$, then put the node $ln(P, h)$ and the edge $(n(P), ln(P, h))$ into $G_T(Q)$;
- for each literal scheme $P(X_1, \ldots, X_n)$ of $Q$, let $v$ be $ln(P, p)$ if the literal scheme occurs in the body of $Q$, and $ln(P, h)$ if it occurs in the head of $Q$. For each $i = 1, \ldots, n$:
  * put the node $ln(X_i, i)$, and the edges $(v, ln(X_i, i))$ and $(ln(X_i, i), n(X_i))$ into $G_T(Q)$, for $T = 0$;
  * put the edge $(v, n(X_i))$ into $G_T(Q)$, for $T \in \{1, 2\}$.

Under the type-0 semantics, if $X_i$ occurs more times in $Q$, then the nodes $ln(X_i, i)$ associated to each occurrence of $X_i$ are to be considered distinct, for $i = 1, \ldots, n$.

In the following we denote by $G^{P(X_1,\ldots,X_n)}_T(Q)$ the subgraph of $G_T(Q)$ induced (1) by the set of nodes $\{v, ln(X_1, 1), \ldots, ln(X_n, n)\}$ under the type-0 semantics, or (2) by the set of nodes $\{v, ln(X_1, 1), \ldots, ln(X_n, n)\}$ under the type-1 and type-2 semantics.

We note that labeled graph isomorphism is reducible to graph isomorphism [9].

Let $Q_1$ and $Q_2$ be two $T_1, T_2$-variants, $T_1, T_2 \in \{0, 1, 2\}, T_1 > T_2$, of a metaquery $Q$.

Assume that $G' = G_{T_1}(Q_1) = (V_1, E_1)$ and $G'' = G_{T_2}(Q_2) = (V_2, E_2)$ are isomorphic. Then there exists a bijection $\rho : V_1 \rightarrow V_2$ such that $\rho(G') = G''$. Define $un(ln(V, l))$ as $U$, then let $h$ the symbol mapping of $Q_1$ into $Q_2$ such that $h(V) = un(\rho(ln(V, x)))$ if $V$ is an ordinary variable, and $h(V) = un(\rho(ln(V, y)))$ if $V$ is a predicate variable. By construction, each subgraph $G^{P(X)}_{T_2}(Q_1)$ of $G'$ is mapped by $\rho$ into a subgraph $G^{P(Y)}_{T_2}(Q_2)$ of $G''$, where $P(X)$ and $Q(Y)$ are literal schemes occurring in $Q_1$ and $Q_2$ respectively. It is immediate to build from this mapping a reordering of $Q_1$ such that $Q_2 \equiv_{T_2} h(\pi(Q_1))$ holds.

Indeed, assume that $Q_1$ and $Q_2$ are redundant under the type-$T_2$ semantics. Then there exist a symbol mapping $h$ of $Q_1$ into $Q_2$ and a reordering of $Q_1$, such that $Q_2 \equiv_{T_2} h(\pi(Q_1))$. Let $\rho : V_1 \rightarrow V_2$ be such that $\rho(ln(V, x)) = ln(h(V), x)$ if $V$ is an ordinary variable, and $\rho(ln(V, y)) = ln(h(V), y)$ if $V$ is a predicate variable, for each variable $V$ of $Q_1$. Furthermore, let $\rho$ such that, for each literal scheme $P(X)$ of $Q_1$, $\rho(G^{P(X)}_{T_2}(Q_1)) = G^{P(Y)}_{T_2}(Q_2)$, where $Q(Y)$ is the literal scheme of $Q_2$ into which is mapped $P(X)$ via $h$ and $\pi$. It is immediate to verify that $G_2 = \rho(G_1)$. \qed
For example, let \( Q = P(X, Y, a) \leftarrow Q(Z, X), Q(Z, Y) \) be a general metaquery, and let \( Q_1 = Q \) and \( Q_2 = P(Y, X, a) \leftarrow Q(Z, X), Q(Z, Y) \) be two 1,0-variants of \( Q \). Figure 3 shows the graphs \( G_0(Q_1) \) and \( G_0(Q_2) \) associated respectively to \( Q_1 \) and \( Q_2 \) under the type-0 semantics. There the superscripts denote the literal scheme in which the variables appear. It can be verified that the two graphs are isomorphic.

The bijection between the nodes of the two graphs so obtained preserves the labelling of the nodes. In particular, let \( \rho(X^y) = Y^x, \rho(Y^x) = X^y, \rho(Y_1^x) = X_1^y, \rho(X_1^y) = Y_1^x, \rho(Y_2^x) = X_2^y, \rho(X_2^y) = Y_2^x, \rho(Q_1^y) = Q_2^x, \rho(Q_2^x) = Q_1^y, \) and \( \rho(V) = V \) otherwise, then \( G_0(Q_1) = G_0(Q_2) \). Let \( h \) the variable mapping of \( Q_2 \) into \( Q_1 \) obtained as follows: \( h(X) = un(\rho(X^y)) = un(Y^x) = Y, h(Y) = un(\rho(Y^x)) = un(X^y) = X, h(Z) = un(\rho(Z^x)) = un(Z^y) = Z, \) \( h(P^n) = un(\rho(P^n)) = un(P^n) = P, \) and \( un(\rho(Q^y)) = un(Q^y) = Q \). Furthermore, let \( \pi \) the reordering of \( Q_2 \) obtained from \( \rho(G_0^{P(Y,X,a)}(Q_2)) = G_0^{P(Y,X,a)}(Q_1) \) and \( G_0^{Q(Z,Y)}(Q_1) = G_0^{P(Y,X,a)}(Q_2) \), and \( G_0^{Q(Z,Y)}(Q_2) = G_0^{Q(Z,X)}(Q_1) \), i.e. such that \( \pi(P(X, Y, a)) = P(Y, X, a), \pi(Q(Z, X)) = Q(Z, Y) \) and \( \pi(Q(Z, Y)) = Q(Z, X) \). Then \( Q_1 = \rho(\pi(Q_2)) \), and \( Q_1 \) and \( Q_2 \) are redundant under the type-0 semantics.

We recall that graph isomorphism belong to NP and it is known to belong to P, while there is strong theoretical evidence against its NP-completeness [14]. Nevertheless, from a practical point of view, the back-tracking algorithms available for solving graph isomorphism perform quite well [19].

Thus Theorem 5.2 is relevant as it states a practical way to check the redundancy of two variants. Moreover, it permits to single out interesting subsets of metaqueries for which redundancy checking is tractable. Indeed, while the best worst-case bound for a graph isomorphism algorithm actually known is \( \exp(\sqrt{\log n}) \) for a graph with \( n \) nodes [5], for different classes of graphs, as, for example, for trees [11], planar graphs [15], graphs of bounded degree [17], graphs with colored (i.e. labelled) vertices and bounded color classes [4], polynomial time algorithms are known.

In order to exploit result of Theorem 4.20 we also need an effective method to check redundancy of two instantiations of the same metaquery variant.

**Theorem 5.3** Redundance between instantiations of a general metaquery reduces to graph isomorphism.

**Proof.** Let \( Q \) be a general metaquery, let \( \sigma \) a type-\( T \) instantiation of \( Q \), and let \( \nu(\sigma(Q)) \) be the general metaquery obtained by replacing each atom \( p(X) \) occurring into \( \sigma(Q) \) with the relation pattern \( P(p, X) \).

Given two instantiations \( \sigma \) and \( \sigma' \) of a general metaquery \( Q \), then \( \sigma \equiv_T \sigma' \) iff \( G_0(\nu(\sigma(Q))) \) and \( G_0(\nu(\sigma'(Q))) \) are isomorphic, can be proved by following the same line of reasoning of Theorem 5.2. \( \square \)

For example, let \( Q \) be \( P(X) \leftarrow Q(X, Y), R(X, Y), \) and let \( \sigma \) and \( \sigma' \) be two type-0 instantiations of \( Q \) such that \( \sigma(Q) = a(X) \leftarrow b(X, Y), c(X, Y), \) and \( \sigma'(Q) = a(x) \leftarrow c(x, Y), b(x, Y) \). Then, \( \nu(\sigma(Q)) = P(a, X) \leftarrow P(b, X, Y), P(c, X, Y), \) and \( \nu(\sigma'(Q)) = P(a, X) \leftarrow P(c, X, Y), P(b, X, Y), \) while the graphs \( G_0(\nu(\sigma(Q))) \) and \( G_0(\nu(\sigma'(Q))) \) are isomorphic.

5.1. Autosets

Now we introduce the concept of autoset and show that it is strictly related with the property of variant redundancy.

**Definition 5.4** Let \( Q \) be a metaquery, and let \( S \) be a subset of variables of \( Q \). We denote by \( Q^S \) the set \( \{P(X) \mid S \subseteq \{P\} \cup X \) and \( P(X) \) occurs into \( Q \}, \) and by \( \overline{Q^S} \) the set \( \overline{Q^S} = Q^S, \) i.e., the set composed by the literal schemes occurring in \( Q \) but not in \( Q^S \).

**Definition 5.5** (Autoset) Let \( Q \) be a metaquery and let \( S \) be a set of variables. We say that \( S \) is an autoset of \( Q \) if

1. \( S \) is a set of ordinary variables and none of the variables of \( S \) occur in a literal scheme of \( Q^S \), or
2. \( S = \{P\}, \) where \( P \) is a predicate variable of \( Q \).

We call ordinary (predicate resp.) autoset an autoset composed solely by ordinary (predicate resp.) variables.
For example, let \( Q \) be
\[
P(X, Y, W) \leftarrow Q(X, Y, Z), P(Z, W).
\]

Then the autosets of \( Q \) are \( S_1 = \{ P \}, S_2 = \{ Q \}, S_3 = \{ X \}, S_4 = \{ Y \}, S_5 = \{ X, Y \}, \) \( S_6 = \{ W \} \) and \( S_7 = \{ Z \}. \) Indeed, \( Q^{(X, Y)} = \{ P(X, Y, W), Q(X, Y, Z) \} \) whereas \( X \) neither \( Y \) occur in \( Q^{(X, Y)} = \{ P(Z, W) \}. \)

Each variable of a metaquery form itself an autoset. Nevertheless, every variable belong to one and only one maximal autoset, as explained by the following property.

**Proposition 5.6** Let \( Q \) be a metaquery, let \( X \) be an ordinary variable of \( Q, \) and let \( S \supseteq \{ X \} \) be an autoset of \( Q. \) Then, \( Q^{(X)} = Q^S. \)

**Proof.** It follows from the definition of autoset, that \( Q^{(X)} \supseteq Q^S, \) as each literal scheme in \( Q^S \) contains all the variables in the set \( S, \) hence also the variable \( X. \) Furthermore, as \( X \in S \) then \( X \) cannot belong to none of the literal schemes in the set \( Q^S, \) thus \( Q^S \supseteq Q^{(X)}, \) i.e. \( Q^{(X)} = Q^S. \)

Thus the maximal autosets of a metaquery \( Q \) form a partition of the variables of \( Q. \)

For example, let \( Q \) be
\[
P(X, Y, U, V, W) \leftarrow Q(X, Y, W), Q(U, V, W),
\]
then the maximal autosets of \( Q \) are \( S_1 = \{ P \}, S_2 = \{ Q \}, S_3 = \{ X, Y \}, S_4 = \{ U, V \}, S_5 = \{ W \}. \)

The following theorem explains why autosets are strictly related to the property of variant redundance. Indeed, it proves that, if \( \phi_1 \equiv \phi_2 \) (\( h(\phi_1) \) holds), then the variable mapping \( h \) is a bijection between autosets, besides being a bijection between variables.

**Theorem 5.7** Let \( Q \) be a general metaquery, let \( T_1, T_2 \in \{ 0, 1, 2 \}, T_1 > T_2, \) and let \( \phi_1 \) and \( \phi_2 \) be two \( T_1, T_2 \)-variants of \( Q \) such that \( \phi_1 \equiv \phi_2 \) via \( h \) and \( \pi. \) Then for each maximal autoset \( S_1 \) of \( \phi_1 \) there exists a maximal autoset \( S_2 \) of \( \phi_2 \) such that \( S_1 = h(S_2). \)

**Proof.** Let \( S_2 \) be a maximal autoset of \( Q_2. \) We note that the variables in \( S_2 \) occur in each literal scheme of \( Q_2^S, \) thus the variables in \( h(S_2) \) certainly occur in each literal scheme of \( h(Q_2^S). \) Suppose that there exists \( X \in h(S_2) \) such that \( X \) occurs in a literal scheme of \( Q_1 \) which is not in \( h(Q_2^S). \) If follows from the hypothesis that \( h \) is not a bijection, a contradiction. Hence \( h(S_2) \) is an autoset of \( Q_1, \) and there exists a maximal autoset \( S_1 \) of \( Q_1 \) such that \( S_1 \supseteq h(S_2), \) and \( Q_1^S = h(Q_2^S). \)

We note that the variables in \( h^{-1}(S_1) \) occur in each literal scheme of \( Q_2^S. \) Suppose that there exists \( Y \in h^{-1}(S_1) \) such that \( Y \) occurs in a literal scheme of \( Q_2, \) which is not in \( Q_2^S. \) If follows from the hypothesis that \( h \) is not a bijection a contradiction. Hence, \( h^{-1}(S_1) \) is an autoset of \( Q_2, \) and there exists a maximal autoset \( S_2 \) of \( Q_2 \) such that \( S_2 \supseteq h^{-1}(S_1), \) and \( Q_2^S = h(Q_2^S). \)

As we are dealing with maximal autosets, then it is the case that \( S_2 \supseteq S_2. \) Thus, \( S_1 = h(S_2). \)

For example, let \( Q : \)
\[
P(X, Y, U, V, W) \leftarrow Q(X, Y, W), Q(U, V, W)
\]
be a general metaquery, and let \( \phi_1 = Q \) and \( \phi_2 = P(U, V, X, Y, W) \leftarrow Q(X, Y, W), Q(U, V, W) \) be two redundant under type-0 semantics 1,0-variants of \( Q \) via \( \pi \) and \( h. \) In this case \( \pi \) is such that \( \pi(P(U, X, Y, W)) = P(X, Y, U, V, W), \pi(Q(X, Y, W)) = Q(U, V, W), \) and \( \pi(Q(U, W)) = Q(X, Y, W), \) while \( h(P) = P, h(Q) = Q, h(W) = W, h(X) = U, h(U) = X, h(Y) = V \) and \( h(W) = Y. \)

That is, according to Theorem 5.7, \( h \) maps the maximal autosets \( \{ P \}, \{ Q \}, \{ W \} \) into themselves, and the maximal autoset \( \{ X, Y \} \) into \( \{ U, V \} \) and vice versa.

We will show in the next section that autosets can be exploited to efficiently avoid the generation of certain redundant variants of a metaquery. Furthermore, by Theorem 5.7 it follows that the check described in Theorem 5.2 can be performed taking advantage of the autosets of the metaquery, as accounted for in the following.

**Definition 5.8 (Contraction of a metaquery)** Let \( Q \) be a metaquery, let \( S_1, \ldots, S_n \) be the maximal ordinary autosets of \( Q, \) and let \( \Phi_1, \ldots, \Phi_n \) be arbitrary ordinary variables not occurring into \( Q. \) Then the contraction \( contr(Q) \) of \( Q \) is the metaquery obtained from \( Q \) substituting each occurrence of the autoset \( S_i \) with the ordinary variable \( \Phi_i, \) for \( i = 1, \ldots, m. \)

For example, consider the metaquery \( Q : \)
\[
P(X, Y, U, V, W) \leftarrow Q(X, Y, W), R(V, W, U),
\]
with maximal ordinary autosets \( S_1 = \{ X, Y \}, S_2 = \{ U, V \}, \) and \( S_3 = \{ W \}. \)

Then the contraction \( contr(Q) \) of \( Q \) is the metaquery
\[
P(\Phi_1, \Phi_2, \Phi_3) \leftarrow Q(\Phi_1, \Phi_3), R(\Phi_2, \Phi_3).
\]
Definition 5.9 (Graph associated to a contraction)
Let \( Q \) be a general metaquery, and let \( T \in \{0, 1, 2\} \). Let \( S_1, \ldots, S_n \) be the maximal ordinary autosets of \( Q \), and let \( \Phi_1, \ldots, \Phi_n \) be arbitrary ordinary variables not occurring into \( Q \). We denote by \( \text{contr}_T(Q) \) the labelled graph defined as follows:

1. \( T = 0 \) : the graph \( \text{contr}_0(Q) \) is defined as \( G_T(Q) \) except that the nodes
   \[ ln(X_1, x), \ldots, ln(X_m, x) \]
   associated to the ordinary variables \( X_1, \ldots, X_n \) of \( Q \) are substituted with the nodes
   \[ ln(\Phi_1, -|S_1|), \ldots, ln(\Phi_n, -|S_n|). \]

   In particular, let \( S_i = Y_{i,1}, \ldots, Y_{i,k_i} \), for \( i = 1, \ldots, n \), then the nodes
   \[ ln(Y_{i,1}, x), \ldots, ln(Y_{i,k_i}, x) \]
   are “grouped” and substituted with a unique new node \( ln(\Phi_i, -|S_i|), \) for \( i = 1, \ldots, n \).

2. \( T \in \{1, 2\} \) : the graph \( \text{contr}_{T_1}(Q) \) is defined as \( G_{T_1}(\text{contr}(Q)) \) of Theorem 5.2 except that the nodes
   \[ ln(\Phi_1, x), \ldots, ln(\Phi_n, x) \]
   associated to the ordinary variables \( \Phi_1, \ldots, \Phi_n \) of \( \text{contr}(Q) \) are substituted with the nodes
   \[ ln(\Phi_1, -|S_1|), \ldots, ln(\Phi_n, -|S_n|). \]

Corollary 5.10 Let \( Q \) be a general metaquery, let \( T_1, T_2 \in \{0, 1, 2\}, T_1 > T_2 \), and let \( Q_1 \) and \( Q_2 \) two \( T_1, T_2 \)-variants of \( Q \). Then \( Q_1 \equiv_{T_2} Q_2 \) iff \( \text{contr}_{T_2}(Q_1) \) and \( \text{contr}_{T_2}(Q_2) \) are isomorphic.

Proof. If can be shown using the same line of reasoning used to prove Theorem 5.2. \( \square \)

In the following it is shown that the maximal autosets of a metaquery can be computed in linear time. This is done by reducing the maximal autosets problem, defined next, to the well-known modular decomposition problem.

Problem 5.11 (Maximal autosets) Given a metaquery \( Q \), find the maximal autosets of \( Q \).

Definition 5.12 (Vertex partitioning of a graph)
Given a graph \( G = (V, E) \) and an initial partition \( P = \{S_1, \ldots, S_n\} \) of \( V \), the vertex partitioning of \( G \) is the coarsest partition \( P' = \{M_1, \ldots, M_m\} \) of \( V \) such that:

1. each \( M_i \) is a subset of some \( S_j \), and
2. \( v, u \in M_i \) implies \( N(v) - M_i = N(u) - M_i \), where \( N(x) = \{y \mid (x, y) \in E\} \)

where coarsest means that each \( M_i \) is maximal w.r.t. the second property, i.e. that there not exist \( M_j, M_k \in P', j \neq k \), such that \( (P' - \{M_j, M_k\}) \cup \{M_j \cup M_k\} \) is a vertex partitioning.

The second condition states that each set \( M_i \) must be indistinguishable by any vertex \( v \) in \( V - M_i \), i.e. \( v \) is either adjacent to every vertex in \( M_i \), or it is adjacent to no vertex of \( M_i \). Each \( M_i \) is also called a module.

Problem 5.13 (Modular decomposition) Given a bipartite graph \( G = (V, U, E) \), find the vertex partitioning of \( G \) with initial partition \( \{V, U\} \).

The modular decomposition of a bipartite graph can be determined in linear time [10,18].

Theorem 5.14 Maximal autosets reduces to modular decomposition.

Proof. The computation of the maximal autosets of a given metaquery can be reduced to modular decomposition of a bipartite graph.

Let \( Q = P_1(X_1) \leftrightarrow P_2(X_2), \ldots, P_m(X_m) \) be a metaquery. For each ordinary variable \( Y \) of \( Q \) let \( g(Y) \) denote a distinct node associated to \( Y \), and for each literal scheme \( P(X) \) of \( Q \) let \( g(P(X)) \) denote a distinct node associated to \( P(X) \).

Let \( G(Q) = (V, U, E) \) be the bipartite graph associated to \( Q \) defined as follows:

\[ V = \{g(Y) \mid Y \in X_1 \cup \ldots \cup X_m\}; \]
\[ U = \{g(P_1(X_1)), \ldots, g(P_m(X_m))\}; \]
\[ E = \{(g(Y), g(P_1(X_1))) \mid \forall \text{ variable } Y \in X_i, 1 \leq i \leq m\}. \]

Let \( M \) be the set of the modules of the modular decomposition of \( G(Q) \), then
\[ \{g^{-1}(m) \mid m \in M \land m \subseteq V\} \cup \{\{P \mid P \in pv(Q)\} \]
are the autosets of \( Q \).

Indeed, let \( m \subseteq V \) be a module of the modular decomposition of \( G(Q) \). It follows from the definition of modular decomposition that for each pair \( v, u \in m \), \( N(v) = N(u) \) (note that, as the graph is bipartite, for each \( w \in m \), \( N(u) = m = N(P) \)), i.e. that \( Q(g^{-1}(v)) = Q(g^{-1}(u)) \). Furthermore, as \( m \) is maximal w.r.t. the above property, then \( \{g^{-1}(v) \mid v \in m\} \) is a maximal autoset of \( Q \).
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Fig. 4. The bipartite graph associated to 

Let S be a maximal ordinary autoset of Q. Then, by definition of autoset, X, Y ∈ S implies that Q(X) = Q(Y), thus N(g(X)) = N(g(Y)). As S is maximal, then we can conclude that m = {g(X) | X ∈ S} is a module of the modular decomposition of G(Q).

For example, the bipartite graph associated to 
Q(X,Y,U,V,W) \leftrightarrow Q(X,Y,W),Q(U,V,W) is 
G = (V, U, E), with V = \{vX, vY, vU, vV, vW\}, 
U = \{u1 = uP(X,Y,U,V,W), u2 = uQ(X,Y,W), u3 = uQ(U,V,W)\}, and 
E = \{(vX, u1), (vY, u1), (vU, u1), (vV, u1), (vW, u1), (vX, u2), (vY, u2), (vU, u2), (vV, u3), (vW, u3)\}. The modular decomposition 
M of G is M = \{\{vX, vY\}, \{vU, vV\}, \{vW\}, \{u1\}, \{u2\}, \{u3\}\}. Thus the set of the maximal autosets of Q is \{\{X, Y\}, \{U, V\}, \{W\}, \{P\}, \{Q\}\}.

6. Enumerating sets of variants

In this section the problem of enumerating sets of non-redundant variants of a metaquery is considered. In particular, first the problem of deciding whether a metaquery admits at least two distinct variants which are redundant (see Section 6.1 in the following) is taken into account, and then it is shown how to efficiently enumerate certain subsets of non-redundant variants (see Section 6.2).

We begin by giving the definition of renaming, a particular case of redundant variant.

Definition 6.1 (Renaming) Let Q be a metaquery, let 
T ∈ \{0, 1, 2\}, T1 > T2, and let Q1 and Q2 be two 
T1,T2-variants of Q. We say that Q2 is a renaming 
of Q1 under the type-T2 semantics, if there exists a variable mapping h of Q2 into Q1, such that Q1 = T2
h(Q2). We say that Q2 is a renaming of Q1 via h to indicate the variable mapping h.

For example, consider the metaquery Q :
P(Y, X, Z) \leftrightarrow Q(Y, X, W), R(Z, W)

and the two 1,0-variant Q1 = Q and Q2 :
P(Y, X, Z) \leftrightarrow Q(X, Y, W), R(Z, W)

of Q. Then, Q2 is a renaming of Q1 under type-0 semantics, as Q1 = h(Q2), where h(X) = Y, h(Y) = 
X, and h(V) = V for each other variable V occurring 
into Q.

Definition 6.2 Let Q be a metaquery, and let T1,T2 ∈ 
\{0, 1, 2\}, T1 > T2. Then \bigvee
Q denotes the set of all the T1,T2-variants of Q that are not renamings under the type-T2 semantics.

6.1. Deciding proper inclusions between sets of variants

The following chain of inclusions holds 
\bigvee\limits_{T1,T2} Q \supseteq \bigvee\limits_{T1,T2} Q \supseteq \bigvee\limits_{T1,T2} Q

However, it is important to state if the two inclusions are proper. Indeed, assume that we want to compute the set \bigvee\limits_{T1,T2} Q and that we know that the first inclusion above is not proper. In this case all we have to do is to enumerate the T1,T2-variants of Q.

We begin from the former inclusion.

Problem 6.3 (Self renaming metaquery) Given a metaquery Q, and T1,T2 ∈ \{0, 1, 2\}, T1 > T2, check if Q is T1,T2-self renaming, that is if there exist two different T1,T2-variants Q1 and Q2 of Q, such that Q2 is a renaming of Q1 under the type-T2 semantics.

It is easy to verify that a metaquery cannot be 2,1-self renaming. Indeed, let Q1 and Q2 be two different 2,1-variants of a metaquery Q. Then, by definition, there exists an integer i, 1 ≤ i ≤ m, where m is the number of literal schemes occurring into Q, such that the i-th relational pattern P(X) of Q1 and the i-th relation pattern P(Y) of Q2 are such that |X| ≠ |Y|.

As for 1,0-self renaming the following result holds.

Theorem 6.4 Let Q be a general metaquery. Then Q is 1,0-self renaming if there exists a maximal autoset S of Q such that |S| ≥ 2.
Proof. ($\Rightarrow$) It follows from the definition of renaming and from Theorem 5.7 that for each maximal autosemantic $Q$ of $S$ we have $h(S) = S$. Let $Q_1$ and $Q_2$ be two distinct 1, 0-variants of $Q$ such that $Q_2$ is a renaming of $Q_1$ via $h$ under the type-0 semantics. By contradiction, assume that for each maximal autosemantic $Q_1$ of $Q$, $|S| = 1$. Then $h$ is the identity and $Q_1$ and $Q_2$ are the same metaquery, a contradiction.

($\Leftarrow$) Let $S$ be a maximal autosemantic of $Q$ such that $|S| \geq 2$. Let $h : S \to S$ be a bijection different from the identity, and let $h$ such that $h(X) = h'(X)$ if $X \in S$, and $h(X) = X$ otherwise. Then $h(Q)$ and $Q$ are two distinct 1, 0-variants of $Q$ such that $h(Q)$ is a renaming of $Q_1$ under the type-0 semantics.

For example, let $Q = P(X, Y, Z) \leftarrow Q(Y, Z, W), R(X, W)$ be a general metaquery. $\{Y, Z\}$ is a maximal autosemantic of $Q$, thus $h(Y) = Z$, $h(Z) = Y$, and $h(V) = V$ otherwise. Then $h(Q) = P(X, Y, Z) \leftarrow Q(Z, Y, W), R(X, W)$ is a renaming of $Q$ under the type-0 semantics and a 1, 0-variant of $Q$.

Next, we consider the 2, 0-self renaming problem.

Definition 6.5 (Trivial renaming) Let $Q$ be a metaquery, and let $Q_1$ and $Q_2$ be two distinct 2, 0-variants of $Q$ such that $Q_2$ is a renaming under the type-0 semantics of $Q_1$ via $h$. We say that $Q_2$ is a trivial renaming of $Q_1$ under the type-0 semantics, if $h$ is the identity on the variables of $Q$.

For example, let $Q = P(X, Y) \leftarrow Q(Y, Z, W)$, and let $Q_1 = P(A, B, Y, X) \leftarrow Q(Y, B, A, Z)$ and $Q_2 = P(B, A, Y, X) \leftarrow Q(Y, A, B, Z)$ be two 2, 0-variants of $Q$. Consider the variable mapping $h$ of $Q_2$ into $Q_1$ such that $h(A) = B$, $h(B) = A$, and $h(V) = V$ otherwise. Then, $Q_1 \equiv h(Q_2)$ and $Q_2$ is a renaming of $Q_1$ under the type-0 semantics. Furthermore, $Q_2$ is a trivial renaming as it is the identity on the variables occurring into $Q$.

Every general metaquery has 2, 0-variants that are trivial renamings. Indeed, let $Q$ be a general metaquery and let $P(X)$ be a relation pattern of $Q$. Then the metaqueries $Q_1$ and $Q_2$ obtained from $Q$ substituting the atom $P(X)$ respectively with $P(X, A, B)$ and $P(X, B, A)$, are 2, 0-variants of $Q$ and also trivial renamings under the type-0 semantics.

Nevertheless, if we restrict to non trivial renamings the following property holds.

Theorem 6.6 Let $Q$ be a general metaquery. Then $Q$ is non trivially 2, 0-self renaming if there exists a maximal autosemantic $S$ of $Q$ such that $|S| \geq 2$.

Proof. The proof is analogous to that of Theorem 6.4.

Therefore, Theorems 6.4 and 6.6 permit us to decide if the former inclusion is proper or not. Next, we consider the second inclusion, namely, $\bigvee_{T_1, T_2} Q \supseteq \bigvee_{T_1, T_2} Q$.

Problem 6.7 (Graph automorphism) Given an undirected graph $G = (V, E)$, we say that it is automorphic if there exists a non trivial isomorphism $\rho$, i.e. an isomorphism different from the identity, such that such that $G = \rho(G)$.

Problem 6.8 (Self redundant metaquery) Given a metaquery $Q$, and $T_1, T_2 \in \{0, 1, 2\}$, $T_1 > T_2$, check if $Q$ is $T_1, T_2$-self redundant, that is, if there exist two different $T_1, T_2$-variants $Q_1$ and $Q_2$ of $Q$, such that (1) $Q_1 \equiv_{T_2} Q_2$ and (2) $Q_2$ is not a renaming of $Q_1$.

Theorem 6.9 Self redundant general metaquery is reducible to graph automorphism.

Proof. Let $Q$ be a general metaquery. To show that $\text{contr}G_1(Q)$ is automorphic iff $Q$ is $T_1, T_2$-self redundant, for each $T_1, T_2 \in \{0, 1, 2\}, T_1 > T_2$, the proof proceeds as in Theorem 5.2.

Therefore, Theorem 6.9 permit us to decide if the latter inclusion is proper or not.

6.2. Efficiently enumerating sets of variants

This section reports two results concerning efficient enumeration of set of variants. First, it is shown that the set $\bigvee_{1,0} Q$ is efficiently computable (see the following Theorem 6.10), and then it is shown that the set $\bigvee_{2,0} Q$ can be efficiently generated from the set $\bigvee_{1,0} Q$ (see Theorem 6.13 in the following).

We begin by showing that the set $\bigvee_{1,0} Q$ is efficiently computable.

Theorem 6.10 Let $Q : P_1(X_1) \leftarrow P_2(X_2), \ldots, P_m(X_m)$ be a general metaquery, let $S_1, S_2, \ldots, S_n$ be the maximal ordinary autosemantics of $Q$, let $j_1, j_2, \ldots, j_n \in \{1, \ldots, m\}$ such that $S_i \subseteq X_{j_i}$ for each $i = 1, 2, \ldots, n$, and let $\Pi : \text{ov}(Q) \rightarrow \{1, \ldots, |\text{ov}(Q)|\}$ be a bijection.
Let \( M \) be the set of the 1,0-variants of \( Q \) obtained by (1) putting the ordinary variables of the \( i \)-th maximal autoset \( S_i \) into the \( j_i \)-th relational pattern of \( Q \) according to the order \( \Pi \) (i.e., if \( Y_1, Y_2 \in S_i \) and \( \Pi(Y_1) < \Pi(Y_2) \), then \( Y_1 \) precedes \( Y_2 \)), and (2) permuting all the other variable occurrences in the remaining relational patterns. Then

\[
M = \bigvee_{1,0} Q
\]

**Proof.** First, we prove that \( \bigvee_{1,0} Q \supseteq M \). Any metaquery \( Q_1 \in M \) is a 1,0-variant of \( Q \) by construction. By absurd, assume that there exists a metaquery \( Q_2 \in M \) different from \( Q_1 \) such that \( Q_2 \) is a renaming of \( Q_1 \) via \( h \) under the type-0 semantics. Let \( Q_1 = P_1(Y_1), \ldots, P_m(Y_m) \), and \( Q_2 = P_1(Z_1), \ldots, P_m(Z_m) \).

As \( h \) maps each maximal autoset into itself, then each ordinary autoset of \( Q \) occupies the same position among the arguments of each pair \( P_i(Y_1), P_i(Z_1) \), for each \( i = 1, \ldots, m \) (otherwise it cannot be \( P_i(Y_1) = P_i(Z_1) \)). Then, for each maximal autoset \( S_i \) of \( Q \), \( 1 \leq i \leq n \), the two occurrences of \( S_i \) into the pair \( P_j(Y_k) \), \( h(P_j(Y_k)) \) agree both for position and order. Thus, it is the case that \( h(S_i) = S_i \), for each \( i = 1, \ldots, n \). We can therefore conclude that \( Q_1 = Q_2 \), a contradiction.

It remains to prove that \( M \supseteq \bigvee_{1,0} Q \). We show that for each \( Q_1 \in \bigvee_{1,0} Q \) there exists a symbol mapping \( h \) such that \( h(Q_1) \in M \).

Let \( d_i(k_i) \) the \( k_i \)-th variable of \( S_i \) according to the order defined in the \( j_i \)-th literal scheme of \( Q_1 \), for each \( i = 1, \ldots, n \), \( k_i = 1, \ldots, |S_i| \), and let \( c_i(k_i) \) the \( k_i \)-th variable of \( S_i \) according to the order \( \Pi \), for each \( i = 1, \ldots, n \), \( k_i = 1, \ldots, |S_i| \). Let \( h_i \) be the bijection from \( S_i \) to \( S_i \) such that \( h_i(d_i(k_i)) = c_i(k_i) \), for each \( i = 1, \ldots, n \). Consider the symbol mapping \( h \) of \( Q \) into \( Q \) such that \( h(S_i) = h_i(S_i) \), for each \( i = 1, \ldots, n \), and \( h(V) = V \) otherwise. It is easy to verify that \( h(Q_1) \in M \).

Next, we deal with the size of the set \( \bigvee_{1,0} Q \).

**Proposition 6.11** Let \( \mathcal{Q} \) be a general metaquery, let \( a_i \) be the arity of the \( i \)-th relation pattern of \( \mathcal{Q} \), for each \( i = 1, \ldots, m \), where \( m \) is the number of relational patterns occurring in \( \mathcal{Q} \), let \( S_1, S_2, \ldots, S_n \) be the maximal ordinary autosets of \( \mathcal{Q} \), and let \( s_j = |S_j| \), for each \( j = 1, \ldots, n \). Then

\[
\bigvee_{1,0} Q = \sum_{i=1}^{n} a_1 a_2 \cdots a_k / s_1 s_2 \cdots s_n
\]

**Proof.** This property follows immediately from Theorem 6.10.

For example, let \( \mathcal{Q} = P(X, Y) \leftarrow Q(X, Y, Z), R(Z) \). The maximal ordinary autosets of \( \mathcal{Q} \) are \( S_1 = \{X, Y\} \) and \( S_2 = \{Z\} \). Let \( j_1 = 1, j_2 = 3 \), and let \( \Pi(X) = 1 \), \( \Pi(Y) = 2 \), and \( \Pi(Z) = 3 \), then \( \bigvee_{1,0} Q \) is the following set:

\[
\begin{align*}
Q_1 &= P(X, Y) \leftarrow Q(X, Y, Z), R(Z) \\
Q_2 &= P(X, Y) \leftarrow Q(X, Z, Y), R(Z) \\
Q_3 &= P(X, Y) \leftarrow Q(Y, X, Z), R(Z) \\
Q_4 &= P(Y, X) \leftarrow Q(Y, Z, X), R(Z) \\
Q_5 &= P(X, Y) \leftarrow Q(Z, X, Y), R(Z) \\
Q_6 &= P(Y, X) \leftarrow Q(Z, Y, X), R(Z)
\end{align*}
\]

Consider a 1,0-variant \( \mathcal{Q}' \) of \( \mathcal{Q} \) not appearing in the previous set, e.g. \( \mathcal{Q}' = P(Y, X) \leftarrow Q(Y, X, Z), R(Z) \). Then, \( d_1(1) = Y, d_1(2) = X, d_2(1) = Z, c_1(1) = X, c_1(2) = Y \), and \( c_2(1) = Z \). Define \( h \) as \( h(Y) = h(d_1(1)) = c_1(1) = X, h(X) = h(d_1(2)) = c_1(2) = Y \), \( h(Z) = h(d_2(1)) = c_2(1) = Z \), and \( h(P) = P, h(Q) = Q, \) and \( h(R) = R \). Then \( h(\mathcal{Q}') = P(X, Y) \leftarrow Q(Y, X, Z), R(Z) \) which corresponds to the metaquery \( Q_1 \).

Next we show that the set \( \bigvee_{1,0} Q \) is efficiently computable from the set \( \bigvee_{2,0} Q \).

**Definition 6.12 (Expansion of a metaquery)** Let \( P(X) \) and \( P(Y) \) be two relational patterns. We say that \( P(Y) \) is an expansion of \( P(X) \) if \( X = X_1, \ldots, X_n \) and \( Y = Y_1, X_1, Y_2, X_2, \ldots, Y_3, X_3, \ldots, Y_{n-1}, X_n, Y_n \). where each \( Y_i, i = 1, \ldots, n + 1 \), is a possibly empty sequence of padding ordinary variables.

Let \( Q_1 = P_1(X_1), \ldots, P_m(X_m) \) and \( Q_2 = P_1(Y_1), \ldots, P_m(Y_m) \) be two metaqueries. We say that \( Q_2 \) is an expansion of \( Q_1 \) if \( P_1(Y_1) \) is an expansion of \( P_1(X_1) \), for each \( i = 1, \ldots, m \).

**Theorem 6.13** Let \( \mathcal{Q} \) be a general metaquery, and let
$$\mathcal{M} = \bigcup_{Q' \in \mathcal{V}_{1,2,0}} \{Q'' \mid Q'' \text{ is an expansion of } Q'\}$$

Then $$\mathcal{M} = \bigvee_{2,0} Q.$$ 

**Proof.** First we prove that $$\bigvee_{2,0} Q \supseteq \mathcal{M}$$. Any metaquery $$Q_1 \in \mathcal{M}$$ is a 2,0-variant of $$Q$$ by construction. By absurd, assume that there exists a metaquery $$Q_2 \in \mathcal{M}$$ different from $$Q_1$$ such that $$Q_1$$ and $$Q_2$$ are redundant via $$h$$ and $$\pi$$ under the type-0 semantics. Let $$Q_1 = P_1(X_1) \leftarrow P_2(X_2), \ldots, P_m(X_m),$$ and $$Q_2 = Q_1 = P_2(Y_2), \ldots, P_m(Y_m)$$. Let $$\mathcal{A}_i (\mathcal{B}_i)$$ be the set of isolated variables occurring into $$X_i (Y_i)$$, for each $$i = 1, \ldots, m$$.

By definition of general metaquery under type-2 semantics, there are no isolated variables into $$Q$$, then $$h$$ maps each maximal autoset $$\mathcal{B}_i$$ to $$Q_2$$ into a maximal autoset $$\mathcal{A}_i$$, for each $$i = 1, \ldots, m$$. Let $$Q_1$$ and $$Q_2$$ be an expansion of $$Q_1$$ and $$Q_2$$ respectively, where $$Q_1$$ and $$Q_2$$ belong to $$\mathcal{V}_{1,0} Q$$. Then it is the case that $$Q_1 \equiv_0 h(\pi(Q_2))$$. Thus $$Q_1$$ and $$Q_2$$ are two redundant 1,0-variants of $$Q$$, a contradiction.

Now we prove that $$\mathcal{M} \supseteq \bigvee_{2,0} Q$$. We show that for each $$Q_1 \in \bigvee_{2,0} Q$$ there exists $$Q_2 \in \mathcal{M}$$ such that $$Q_1 \equiv_0 Q_2$$. Let $$Q_1$$ be an expansion of $$Q_1$$, with $$Q_1' \in \mathcal{V}_{1,0} Q$$, and let $$Q_2'$$ be the unique 1,0-variant of $$Q$$ such that $$Q_2 \in \bigvee_{1,0} Q$$ and $$Q_1' \equiv_0 Q_2'$$. Then, by definition of $$\mathcal{M}$$, it there exists an expansion $$Q_2$$ of $$Q_2'$$ such that $$Q_2 \in \mathcal{M}$$ and $$Q_1 \equiv_0 Q_2$$.

**Proposition 6.14** Let $$b$$ the maximum arity of a relation into the database, let $$m$$ be the number of literal schemes occurring into the metaquery, and let $$a_i$$, $$i = 1, \ldots, m$$, be the arity of the $$i$$-th literal scheme of the metaquery. Then

$$\left[\bigvee_{1,0} Q \right] \prod_{i=1}^{m} \prod_{j=1}^{b \cdot a_i} \left(\binom{a_i}{j}\right)$$

is an upper bound to the cardinality of the subset of $$\bigvee_{2,0} Q$$ including relational patterns of arity at most $$b$$.

**Proof.** This property follows immediately from Theorem 6.13.

For example, consider the metaquery $$Q = P(X, Y) \leftarrow Q(X, Y, Z), R(Z)$$, and let $$b = 3$$. As in this case $$\bigvee_{1,0} Q \supseteq \bigvee_{1,0} Q$$, then the cardinality is $6 \cdot \left[\binom{2}{2} + \binom{3}{2}\right] \cdot \left[\binom{3}{3}\right] = 6 \cdot (1 + 2 + 3) \cdot 6 = 432$ and the set consists in the metaqueries $$L_1 \leftarrow L_2, L_3$$ where $$L_1, L_2$$ and $$L_3$$ are one of the following relational patterns:

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$$L_1$$</td>
<td>$$L_2$$</td>
<td>$$L_3$$</td>
</tr>
<tr>
<td>$$P(X, Y)$$</td>
<td>$$Q(X, Y, Z)$$</td>
<td>$$R(Z)$$</td>
</tr>
<tr>
<td>$$P(A, X, Y)$$</td>
<td>$$Q(Y, X, Z)$$</td>
<td>$$R(B, Z)$$</td>
</tr>
<tr>
<td>$$P(X, A, Y)$$</td>
<td>$$Q(Y, Z, X)$$</td>
<td>$$R(B, C, Z)$$</td>
</tr>
<tr>
<td>$$P(X, Y, A)$$</td>
<td>$$Q(Z, X, Y)$$</td>
<td>$$R(B, Z, C)$$</td>
</tr>
<tr>
<td>$$Q(Z, Y, X)$$</td>
<td>$$R(Z, B, C)$$</td>
<td></td>
</tr>
</tbody>
</table>

while the subset of $$\bigvee_{2,0} Q$$ containing relation patterns of arity at most 3 includes

$$(2! + 3! \times 3!) = 6 \times 6 \times 9 = 432$$

metaqueries.

**7. The algorithm**

In this section we present the algorithm *Instantiation-Stage* that enumerates all the non redundant consistent instantiations of a metaquery. This algorithm solves the instantiation stage of the process of answering a metaquery, while for the subsequent filtration stage, algorithms presented in [7,8] can be adopted. We note that in [7,8] an algorithm is presented, based on CSP techniques, for the filtration stage that computes all the consistent instantiations of a metaquery, thus also the redundant ones.

The algorithm *Instantiation-Stage* exploits Theorem 4.20 in order to avoid the computation of redundant instantiations. Indeed, by Theorem 4.20 the instantiations of two non redundant variants of a general metaquery are always non redundant. Thus, the algorithm computes in the first place the set of all the non redundant 1,0-variants of the input metaquery, and then computes all the instantiations of each variant (under the type-0 semantics). First, enumeration of renaming is efficiently avoided using the algorithm described in Theorem 6.10. Then, in order to discard redundant 1,0-variants, an algorithm for graph isomorphism is
used, exploiting Theorem 5.2 and Corollary 5.10. The instantiation of the non redundant 1,0-variants, obtained as explained above, is done using algorithms for the CSP problem. Theorem 6.13, showing that the non redundant 2,0-variants of a metaquery are efficiently computable from the set of its non redundant 1,0-variants, is exploited here. Indeed, during the instantiation, each literal scheme \( P(X) \) is instantiated to an atom \( p(Y) \) provided that \( Y \) is an expansion of \( X \) (see Theorem 6.13 for further details), thus efficiently avoiding the enumeration of redundant 2,0-variants. Computed instantiations are then passed to the subsequent filtration stage.

Next we comment on the pseudo-code of the algorithm Instantiation-Stage and of the functions Minimize and Instantiate (see Figures 5, 6, and 7). Figure 5 shows the algorithm, which receives in input a general metaquery \( Q \), a database scheme \( DBS \), and the type of semantics \( T \). The following theorem proves correctness of the algorithm Instantiation-Stage.

**Theorem 7.1** Given a general metaquery \( Q \) and \( T \in \{0, 1, 2\} \), the set of instantiations \( \Sigma_{alg} \), computed by the algorithm Instantiation-Stage, is the smallest subset of \( \Sigma_{c}(Q, DBS, T) \) such that, for each database \( DB \) on the schema \( DBS \) and, for each index \( I \in I \) and threshold \( k_I \in \{0, 1\} \), it holds that

\[
\Sigma_{alg} \supseteq \hat{\Sigma}(Q, DB, I, k_I, T).
\]

**Proof.** It follows from the description above done, that the algorithm Instantiation-Stage computes the set

\[
\Sigma_{alg} = \bigcup_{Q^0 \in \mathcal{V}^0} \hat{\Sigma}_c(Q^0, DBS, 0)
\]

where \( \hat{\Sigma}_c(Q^0, DBS, T) \) denotes the smallest subset of \( \Sigma_c(Q, DBS, T) \) such that \( \Sigma_c(Q, DBS, T) \equiv_T \hat{\Sigma}_c(Q, DBS, T) \).

W.l.o.g. we assume that \( I(\sigma(Q)) > 0 \) only if \( \sigma \) is a consistent instantiation of \( Q \), i.e. that \( \Sigma_c(Q, DBS, T) \supseteq \hat{\Sigma}(Q, DB, I, k_I, T) \). Thus, by Theorem 4.20, \( \Sigma_{alg} \supseteq \hat{\Sigma}(Q, DB, I, k_I, T) \).

It remains to prove that there exists a database \( DB_{alg} \) on the schema \( DBS \), an index \( I \), and a threshold \( k_I \), such that \( \Sigma_{alg} = \hat{\Sigma}(Q, DB_{alg}, I, k_I, T) \). The database \( DB_{alg} \) can be obtained by “grounding” the set \( \Sigma_{alg} \), as described in the following. For each instantiation \( \sigma \in \Sigma_{alg} \), let \( g^\sigma \) denote a bijection defined on the set of variables occurring into \( \sigma(Q) \), such that, for each variable \( V \) of \( \sigma(Q) \), \( g^\sigma(V) \) is a new constant associated to \( V \). Let \( L \) be a literal scheme of \( Q \), then \( g^\sigma(L) \) denotes the ground atom obtained from \( L \) by substituting each ordinary and predicate variable \( V \) of \( L \) with \( g^\sigma(V) \). Then

\[
DB_{alg} = \bigcup_{\sigma \in \Sigma_{alg}} \{g^\sigma(L) \mid L \text{ occurs into } \sigma(Q)\}.
\]

\(^3\text{Note that, if this assumption does not hold, then Theorem is still valid for } \Sigma_{alg} \supseteq \Sigma_c(Q, DBS, T) \cap \hat{\Sigma}(Q, DB, I, k_I, T) \).
By construction, database $DB^\text{alg}_1$ is such that, for each $\sigma \in \Sigma^\text{alg}_1$, $cnf(\sigma(Q)) > 0$ on $DB^\text{alg}_1$, and thus $\Sigma^\text{alg}_1 = \Sigma(Q, DB^\text{alg}_1, cnf, 0, T)$.

Before concluding this section, we discuss how to use the algorithm $\text{Instantiation-Stage}$ when a metaquery contains atoms. Given a metaquery $Q$, let $\text{gen}(Q)$ denote the metaquery obtained from $Q$ by removing the atoms occurring into $Q$. Then, in order to compute the consistent instantiations of $Q$, the algorithm $\text{Instantiation-Stage}$ is executed on the metaquery $\text{gen}(Q)$. Types associated to variables occurring into atoms of $Q$ are also passed to the algorithm $\text{Instantiation-Stage}$ and exploited by the function $\text{Instantiate}$ in order to speed-up building of consistent instantiations.

For example, let $Q = P(X, Y) \leftarrow Q(X, Y), r(Y)$, then $\text{gen}(Q) = P(X, Y) \leftarrow Q(X, Y)$, while the variable $Y$ is constrained to assume the type of the unique attribute of the relation $r$.

8. Conclusions

This work deals with the problem of determining all the consistent instantiations of a metaquery. In particular, it is presented an algorithm for the instantiation stage of the process of answering a metaquery. In order to reduce the computational cost associated to the subsequent filtration stage, the algorithm exploits the here introduced notion of redundancy between instantiations to filter out in the first place those redundant instantiations. A number of results concerning this property are presented, and then exploited in an algorithm that outputs the set of instantiations minimal w.r.t. the property of redundancy between instantiations. Algorithms for the instantiation stage presented in literature compute all the instantiations of a metaquery, thus also the redundant ones. The computational complexity analysis of the problem of computing the number of instantiations of a metaquery – that is strictly related to the task of enumerating consistent instantiations, is also dealt with into account, showing that this problem is $\#P$-hard.
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