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ABSTRACT
We review the notion of hypertree width, a measure of the degree of cyclicity of hypergraphs that is useful for identifying and solving efficiently easy instances of hard problems, by exploiting their structural properties. Indeed, a number of relevant problems from different areas, such as database theory, artificial intelligence, and game theory, are tractable when their underlying hypergraphs have small (i.e., bounded by some fixed constant) hypertree width. In particular, we describe how this notion may be used for identifying tractable classes of database queries and answering such queries in an efficient way.

1. INTRODUCTION
In this paper we deal with the fundamental problem of evaluating queries in relational databases, focusing on recently proposed techniques based on structural properties of the queries. For the sake of simplicity, we consider conjunctive queries (CQs), though most results may be easily extended to more general queries. The class CQ, equivalent in expressive power to the class of Select-Project-Join queries, is probably the most thoroughly analyzed class of database queries. Note that the great interest in conjunctive queries is also due to the fact that CQ evaluation is essentially the same as database queries. Note that the great interest in conjunctive queries is also due to the fact that CQ evaluation is essentially the same as database queries. Indeed, a number of relevant problems from the areas of query evaluation and constraint satisfaction (see, e.g., Vardi’s survey paper [47] on the interactions between the areas of query evaluation and constraint satisfaction).

Recall that database management systems (DBMSs) have specialized modules, called query optimizers, looking for good ways to deal with any given query. For all commercial DBMSs, such a way is always based on quantitative methods: they examine a number of alternative plans for answering a query and then choose the best one, according to some cost model. These planners exploit information on the data, e.g., sizes of relations, indices, and so on. In fact, all of them compute just approximations of optimal query plans, as the optimization problem is NP-hard, in general. See [39] for a short survey of quantitative methods and for further references.

A completely different approach to query answering is based on structural properties of queries, rather than on quantitative information about data values. Exploiting such properties is possible to answer large classes of queries efficiently, that is, with a polynomial-time upper bound. The structure of a query Q is best represented by its query hypergraph \( \mathcal{H}(Q) = (V, H) \), whose set V of vertices consists of all variables occurring in Q, and where the set H of hyperedges contains, for each query atom A, the set var(A) of all variables occurring in A. As an example, consider the following query

\[
Q_0: \quad \text{atoms} \leftarrow s_1(A, B, D) \land s_2(B, C, D) \land s_3(B, E) \land s_4(D, G) \land s_5(E, F, G) \land s_6(E, H) \land s_7(F, I) \land s_8(G, J).
\]

Figure 1 shows its associated hypergraph \( \mathcal{H}(Q_0) \).

One of the most important and deeply studied class of tractable queries is the class of acyclic queries [5, 7, 9, 14, 28, 33, 37, 48, 49]. It was shown that acyclic queries coincide with the tree queries [4], see also [1, 30, 43]. The latter are queries whose query hypergraph has a join tree (or join forest) (see Section 3 for a formal definition). By well-known results of Yannakakis [48], acyclic conjunctive queries are efficiently solvable. More precisely, all answers of an acyclic conjunctive query can be computed in time polynomial in the combined size of the input and the output. This is the best possible result, because in general the answer of a query may contain an exponential number of tuples. Recall that, for cyclic queries, even computing small outputs, e.g., just one tuple, or checking whether the answer of a query is non-empty (Boolean queries) requires exponential time (unless \( P = NP \)) [6].

Therefore, many attempts have been made in the literature for extending the good results about acyclic conjunctive queries to relevant classes of nearly acyclic queries. We call these techniques structural query decomposition methods, because they are based on the acyclicization of hypergraphs. More precisely, each method specifies how appropriately transforming a conjunctive query into an equivalent tree query (i.e., acyclic query given in form of a join tree), by organizing its atoms into a polynomial number of clusters, and suitably arranging the clusters as a tree (see Figure 1). Each cluster contains a number of atoms. After performing the join of the relations corresponding to the atoms jointly contained in each cluster, we obtain a join tree of an acyclic query which is equivalent to the original query. The resulting query can be answered in output-polynomial time by Yannakakis’s algorithm. Thus, in case of a Boolean query, it can be answered in polynomial time. The tree of atom-clusters produced by a structural query decomposition method on a given query Q is referred to as the decomposition of Q. Figure 1 also shows two possible decompositions of our example query Q₀. A decomposition of Q can be seen as a query plan for Q, requiring to first evaluate the join of each cluster, and then to process the resulting join tree in a bottom-up fashion.
Having can be answered in polynomial time, namely, the class of all queries would take the query in Figure 1, whereas typical query answering algorithms w would take the query in Figure 1, whereas typical query answering algorithms w many) clusters is bounded by the cost of performing the (at most) width w of the decomposition. For example, if we adopt the number many) clusters is bounded by the cost of performing the (at most) width w of the decomposition. For example, if we adopt the number of atoms, then the width of both decompositions shown in Figure 1 is 2. Intuitively, the complexity of transforming a given width w joins of its relations, which is in turn bounded by \(O(|r_{\text{max}}|^w)\), where \(r_{\text{max}}\) denotes the size of the largest relation \(r_{\text{max}}\) in the database. The overall cost (transformation-evaluation of the resulting acyclic query) is \(O(v|r_{\text{max}}|^w \log |r_{\text{max}}|)\), where \(v\) is the number of vertices of the decomposition tree. It is worthwhile noting that, for queries involving many atoms, exploiting such a structural information may lead to a quite remarkable computational saving. For instance, the above upper bound is \(O(T|r_{\text{max}}|^2 \log |r_{\text{max}}|)\) for the query in Figure 1, whereas typical query answering algorithms would take \(O(|r_{\text{max}}|^7)\) time, in the worst case.

In general, a rough upper bound for the cost of answering a given query \(Q\) according to any structural method \(D\) is given by \(O(n^{w+1} \log n)\), where \(w\) is the \(D\)-width of \(Q\) and \(n\) is the total size of the input problem, that is, the size of the query and of the database encoding [15]. Therefore, once we fix a bound \(k\) for such a width, the structural method \(D\) identifies a class of queries that can be answered in polynomial time, namely, the class of all queries having \(k\)-bounded \(D\)-width (i.e., \(D\)-width at most \(k\)).

The main structural decomposition methods are based on the notions of Biconnected Components [11], Tree Decompositions [35, 7, 28, 8, 25, 10], Hinge Decompositions [26], and Hypertree Decompositions [18, 19, 21, 40].

Among them, the Hypertree Decomposition Method (HYPER-Tree) seems to be the most powerful method, as a large class of cyclic queries has a low hypertree-width, and in fact it strongly generalizes all other structural methods [15]. More precisely, this means that every class of queries that is recognized as tractable according to any structural method \(D\) (has \(k\)-bounded \(D\)-width), is also tractable according to HYPERTREE (has \(k\)-bounded HYPERTREE-width), and that there are classes of queries that are tractable according to HYPERTREE, but not tractable w.r.t. \(D\) (have unbounded \(D\)-width). Moreover, for any fixed \(k > 0\), deciding whether a hypergraph has hypertree width at most \(k\) is feasible in polynomial time, and is actually highly parallelizable, as this problem belongs to LOGCFL [19] (See [36, 17], for properties and characterizations of this complexity class). In fact, it has been conjectured that a class of queries is tractable if and only the cores of their structures have bounded hypertree width (under some widely believed complexity-theoretic assumptions) [24]. The first part of this paper is devoted to the presentation of the main results about hypertree decompositions.

Despite their very nice computational properties, all the above structural decomposition methods, including Hypertree Decomposition, are often unsuited for some real-world applications. For instance, in a practical context, one may prefer query plans (i.e., minimum-width decompositions) which minimize the number of clusters having the largest cardinality. Even more importantly, decomposition methods focus “only” on structural features, while they completely disregard “quantitative” aspects of the query, that may dramatically affect the query-evaluation time. For instance, while answering a query, the computation of an arbitrary hypertree decomposition (having minimum width) could not be satisfactory, since it does not take into account important quantitative factors, such as relation sizes, attribute selectivity, and so on. These factors are flattened in the query hypergraph (which considers only the query structure), while their suitable exploitation can significantly reduce the cost of query evaluation.

On the other hand, query optimizers of commercial DBMSs are based solely on quantitative methods and do not care of structural properties at all. Indeed, all the commercial DBMSs restrict the search space of query plans to very simple structures (e.g., left-deep trees), and then try to find the best plans among them, by estimating their evaluation costs, exploiting quantitative information on the input database. It follows that, on some low-width queries with a guaranteed polynomial-time evaluation upper-bound, they
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**Figure 1:** Hypergraph \(\mathcal{H}(Q_0)\) (left), two hypertree decompositions of width 2 of \(\mathcal{H}(Q_0)\) (right and bottom).
may also take time $O(n^\ell)$, which is exponential in the length $\ell$ of
the query, rather than on its width. On some relevant applications
with many atoms involved, this may lead to unacceptable costs. For
instance, consider the problem of the population and refreshing of
cubes in data warehouse initialization and management. Periodically,
a number of batch queries are executed on the reconciled
operational database. Note that these queries are typically very
different from OLAP queries. Indeed, while the latter queries are
executed on star schemes (or similar simple schemes), these popu-
lating queries usually span several tables in the reconciled scheme
in order to update both dimension and fact tables. Thus, they are
very often long queries involving many join operations, plus selec-
tions, projections and, possibly, grouping and aggregate operators.
In this context, the choice of a good query-execution strategy is
therefore particularly relevant, because the differences among exe-
cution times can be several orders of magnitude large. In fact, very
often such queries are not very intricate and have low hypertree
width, though they are not necessarily acyclic.

To overcome the above mentioned drawbacks of both approaches,
we proposed an extension of hypertree decompositions, in order
to combine this structural decomposition method with quantita-
tive approaches [41]. In the second part of this paper, we re-
view the main results on this generalized notion of HYPERTREE,
where hypertree decompositions are equipped with polynomial-
time weight functions that may encode quantitative aspects of the
query database, or other additional requirements. In general, com-
puting a minimal weighted-decomposition is harder than comput-
ning a standard decomposition. However, we present a class of func-
tions, called tree aggregation functions (TAFs), which is useful for
query optimization and easy to deal with.

We describe how the notion of weighted hypertree decomposition
can be used for generating effective query plans for the evaluation
of conjunctive queries, by combining structural and quantitative in-
formation. We also briefly report some results of an ongoing ex-
perimental activity, showing that this hybrid approach may in fact
lead to significant computational savings.

2. QUERIES AND ACYCLIC HYPER-
GRAPHS

We will adopt the standard convention [1, 43] of identifying a rela-
tional database instance with a logical theory consisting of ground
facts. Thus, a tuple $(a_1, \ldots, a_k)$, belonging to relation $r$, will be
identified with the ground atom $r(a_1, \ldots, a_k)$. The fact that a tu-
ple $(a_1, \ldots, a_k)$ belongs to relation $r$ of a database instance DB
is thus simply denoted by $r(a_1, \ldots, a_k) \in DB$.

A (rule-based) conjunctive query $Q$ on a database schema $DS =
\{R_1, \ldots, R_m\}$ consists of a rule of the form

$$Q : \text{ans}(u) \leftarrow r_1(u_1) \land \cdots \land r_n(u_n),$$

where $n \geq 0$; $r_1, \ldots, r_n$ are relation names (not necessarily dis-
tinct) of $DS$; $\text{ans}$ is a relation name not in $DS$; and $u, u_1, \ldots, u_n$
are lists of terms (i.e., variables or constants) of appropriate length.
The set of variables occurring in $Q$ is denoted by $\text{var}(Q)$. The set
of atoms contained in the body of $Q$ is referred to as $\text{atoms}(Q)$.

The answer of $Q$ on a database instance $DB$ with associated uni-
verse $U$, consists of a relation $\text{ans}$, whose arity is equal to the
length of $u$, defined as follows. Relation $\text{ans}$ contains all tuples $u/\theta$
such that $\theta : \text{var}(Q) \rightarrow U$ is a substitution replacing each
variable in $\text{var}(Q)$ by a value of $U$ and such that for $1 \leq i \leq n,
\quad r_i(u_i) \theta \in DB$. (For an atom $A$, $A \theta$ denotes the atom obtained from
$A$ by uniformly substituting $\theta(X)$ for each variable $X$ occurring in $A$.)

If $Q$ is a conjunctive query, we define the hypergraph $H(Q) =
(V, E)$ associated to $Q$ as follows. The set of vertices $V$, denoted
by $\text{var}(H(Q))$, consists of all variables occurring in $Q$. The set $E$,
denoted by $\text{edges}(H(Q))$, contains for each atom $r_i(u_i)$ in
the body of $Q$ a hyperedge consisting of all variables occurring in
$u_i$. Note that the cardinality of $\text{edges}(H(Q))$ can be smaller than
the cardinality of $\text{atoms}(Q)$, because two query atoms having ex-
actly the same set of variables in their arguments give rise to only
one edge in $\text{edges}(H(Q))$. For example, the three query atoms
$r(X, Y), r(Y, X)$, and $s(X, X, Y)$ all correspond to a unique hy-
peredge $\{X, Y\}$.

A query $Q$ is acyclic if and only if its hypergraph $H(Q)$ is acyclic
or, equivalently, if it has a join forest. A join forest for the
hypergraph $H(Q)$ is a forest $G$ whose set of vertices $V_G$ is the set
$\text{edges}(H(Q))$ and such that, for each pair of hyperedges $h_1$ and $h_2$
in $V_G$ having variables in common (i.e., such that $h_1 \cap h_2 \neq \emptyset$),
the following conditions hold:

1. $h_1$ and $h_2$ belong to the same connected component of $G$, and
2. all variables common to $h_1$ and $h_2$ occur in every vertex on
the (unique) path in $G$ from $h_1$ to $h_2$.

If $G$ is a tree, then it is called a join tree for $H(Q)$.

Intuitively, the efficient behavior of acyclic instances is due to the
fact that they can be evaluated by processing any of their join trees
bottom-up by performing upward semijoins, thus keeping the size
of the intermediate relations small (while it could become exponen-
tial, if regular join were performed).

Let us recall the highly desirable computational properties of
acyclic queries:

1. Acyclic instances can be efficiently solved. Yannakakis pro-
vided a (sequential) polynomial time algorithm for Boolean
acyclic queries\footnote{Note that, since both the database DB and the query Q
are part of an input-instance, what we are considering is the combined com-
plexity of the query [46].}. Moreover, he showed that the answer of a
non-Boolean acyclic conjunctive query can be computed in
time polynomial in the combined size of the input instance
and of the output relation [48].

2. We have shown that answering queries is highly paralleliz-
able on acyclic queries, as this problem (actually, the deci-
sion problem of answering Boolean queries) is complete for
the low complexity class LOGCFL [18]. Efficient parallel
algorithms for Boolean and non-Boolean queries have been
proposed in [18] and [16]. They run on parallel database ma-
chines that exploit the inter-operation parallelism [44], i.e.,
machines that execute different relational operations in par-
allel. These algorithms can be also employed for solving
acyclic queries efficiently in a distributed environment.

3. Acyclicity is efficiently recognizable: deciding whether a hy-
pergraph is acyclic is feasible in linear time [42] and belongs
to the class $L$ (deterministic logspace). The latter result is
new: it follows from the fact that hypergraph acyclicity belongs to SL [17], and from the very recent proof that SL is in fact equal to L [34].

3. HYPERTREE DECOMPOSITIONS

We recall the formal definition and the most important results about hypertree width and hypertree decompositions.

A hypertree for a hypergraph $\mathcal{H}$ is a triple $\langle T, \chi, \lambda \rangle$, where $T = (N, E)$ is a rooted tree, and $\chi$ and $\lambda$ are labeling functions which associate to each vertex $p \in N$ two sets $\chi(p) \subseteq \text{var}(\mathcal{H})$ and $\lambda(p) \subseteq \text{edges}(\mathcal{H})$. The width of a hypertree is the cardinality of its largest $\lambda$ label, i.e., $\max_{p \in N} |\lambda(p)|$.

We denote the set of vertices of any rooted tree $T$ by $\text{vertices}(T)$, and its root by $\text{root}(T)$. Moreover, for any $p \in \text{vertices}(T)$, $T_p$ denotes the subtree of $T$ rooted at $p$. If $T'$ is a subtree of $T$, we define $\chi(T') = \bigcup_{v \in \text{vertices}(T')} \chi(v)$.

**Definition 3.1** [21] A generalized hypertree decomposition of a hypergraph $\mathcal{H}$ is a hypertree $HD = (T, \chi, \lambda)$ for $\mathcal{H}$ which satisfies the following conditions:

1. For each edge $h \in \text{edges}(\mathcal{H})$, all of its variables occur together in some vertex of the decomposition tree, that is, there exists $p \in \text{vertices}(T)$ such that $h \subseteq \chi(p)$ (we say that $p$ covers $h$).

2. **Connectedness Condition**: for each variable $Y \in \var(\mathcal{H})$, the set $\{p \in \text{vertices}(T) | Y \in \chi(p)\}$ induces a (connected) subtree of $T$.

3. For each vertex $p \in \text{vertices}(T)$, variables in the $\chi$ labeling should belong to edges in the $\lambda$ labeling, that is, $\chi(p) \subseteq \var(\lambda(p))$.

A hypertree decomposition is a generalized hypertree decomposition that satisfies the following additional condition:

4. **Special Descendant Condition**: for each $p \in \text{vertices}(T)$, $\var(\lambda(p)) \cap \chi(T_p) \subseteq \chi(p)$.

The **hypertree width $h\text{uw}(\mathcal{H})$** (resp., generalized hypertree width $gh\text{uw}(\mathcal{H})$) of $\mathcal{H}$ is the minimum width over all its hypertree decompositions (resp., generalized hypertree decompositions).

An edge $h \in \text{edges}(\mathcal{H})$ is strongly covered in $HD$ if there exists $p \in \text{vertices}(T)$ such that $\var(h) \subseteq \chi(p)$ and $h \in \lambda(p)$. In this case, we say that $p$ strongly covers $h$. A decomposition $HD$ of a hypergraph $\mathcal{H}$ is a complete decomposition of $\mathcal{H}$ if every edge of $\mathcal{H}$ is strongly covered in $HD$. From any (generalized) hypertree decomposition $HD$ of $\mathcal{H}$, we can easily compute a complete (generalized) hypertree decomposition of $\mathcal{H}$ having the same width.

Note that the notions of hypertree width and generalized hypertree width are true generalizations of acyclicity, as the acyclic hypergraphs are precisely those hypergraphs having hypertree width and generalized hypertree width one. In particular, as we will see in the next section, the classes of conjunctive queries having bounded (generalized) hypertree width have the same desirable computational properties as acyclic queries [19].

At first glance, a generalized hypertree decomposition of a hypergraph may simply be viewed as a clustering of the hyperedges (i.e., query atoms) where the classical connectedness condition of join trees holds. However, a generalized hypertree decomposition may deviate in two ways from this principle: (1) A hyperedge already used in some cluster may be reused in some other cluster; (2) Some variables occurring in reused hyperedges are not required to fulfill any condition.

For a better understanding of this notion, let us focus on the two labels associated with each vertex $p$: the set of hyperedges $\lambda(p)$, and the set of effective variables $\chi(p)$, which are subject to the connectedness condition (2). Note that all variables that appear in the hyperedges of $\lambda(p)$ but that are not included in $\chi(p)$ are “ineffective” for $v$ and do not count w.r.t. the connectedness condition. Thus, the $\chi$ labeling plays the crucial role of providing a join-tree like re-arranging of all connections among variables. Besides the connectedness condition, this re-arranging should fulfill the fundamental Condition 1: every hyperedge (i.e., query atom, in our context) has to be properly considered in the decomposition, as for graph edges in tree-decompositions and for hyperedges in join trees (where this condition is actually even stronger, as hyperedges are in a one-to-one correspondence with vertices of the tree). Since the only relevant variables are those contained in the $\chi$ labels of vertices in the decomposition tree, the $\lambda$ labels are “just” in charge of covering such relevant variables (Condition 3) with as few hyperedges as possible. Indeed, the width of the decomposition is determined by the largest $\lambda$ label in the tree. This is the most important novelty of this approach, and comes from the specific properties of hypergraph-based problems, where hyperedges often play a predominant role. For instance, think of our database framework: the cost of evaluating a natural join operation with $k$ atoms (read: $k$ hyperedges) is $O(n^{k-1} \log n)$, no matter of the number of variables occurring in the query.

**Example 3.2** Consider the following conjunctive query $Q_1$:

$$
\text{ans} \leftarrow a(S, X, X', C, F) \land b(S, Y, Y', C', F') \\
\land c(C, C', Z) \land d(X, Z) \land \\
e(Y, Z) \land f(F, F', Z') \land g(X', Z') \land \\
h(Y', Z') \land j(J, X, Y, X', Y').
$$

Let $\mathcal{H}_1$ be the hypergraph associated to $Q_1$. Since $\mathcal{H}_1$ is cyclic, $h\text{uw}(\mathcal{H}_1) > 1$ holds. Figure 2 shows a (complete) hypertree decomposition $HD_1$ of $\mathcal{H}_1$ having width 2, hence $h\text{uw}(\mathcal{H}_1) = 2$.

In order to help the intuition, Figure 3 shows an alternative representation of this decomposition, called atom (or hyperedge) representation [19]: each node $p$ in the tree is labeled by a set of atoms representing $\lambda(p)$; $\chi(p)$ is the set of all variables, distinct from $\lambda(p)$, appearing in these hyperedges. Thus, in this representation, possible occurrences of the anonymous variable $\lambda(p)$ take the place of variables in $\var(\lambda(p)) = \chi(p)$.

Another example is depicted in Figure 1, which shows two hypertree decompositions of query $Q_0$ in Section 1. Both decompositions have width two and are complete decompositions of $Q_0$. \qed

Let $k$ be a fixed positive integer. We say that a CQ instance $I$ has $k$-bounded (generalized) hypertree width if $(g)h\text{uw}(\mathcal{H}(I)) \leq k$. A class of queries has bounded (generalized) hypertree width if there is some $k \geq 1$ such that all instances in the class have $k$-bounded (generalized) hypertree width.
Let us briefly discuss the only difference of hypertree decomposition with respect to generalized hypertree decomposition, that is, the descendant condition (Condition 4 in Definition 3.1). Consider a vertex \( p \) of a hypertree decomposition and a hyperedge \( h \in \lambda(p) \) such that some variables \( X \subseteq h \) occur in the \( \chi \) labeling of some vertices in the subtree \( T_p \) rooted at \( p \). Then, according to this condition, these variables must occur in \( \chi(p) \), too. This means, intuitively, that we have to deal with variables in \( X \) at this point of the decomposition tree, if we want to put \( h \) in \( \lambda(p) \). For instance, as a consequence of this condition, for the root \( r \) of any hypertree decomposition we always have \( \chi(r) = \text{var}(\lambda(r)) \). However, once a hyperedge has been covered by some vertex of the decomposition tree, any subset of its variables can be used freely in order to decompose the remaining cycles in the hypergraph.

To shed more light on this restriction, consider what happens in the related hypergraph-based notions: in query decompositions [7], all variables are relevant; at the opposite side, in generalized hypertree decompositions, we can choose as relevant variables any subset of variables occurring in \( \lambda \), without any limitation; in hypertree decompositions, we can choose any subset of relevant variables as long as the above descendant condition is satisfied. Therefore, the notion of hypertree width is clearly more powerful than the (intractable) notion of query width, but less general than the (probably intractable) notion of generalized hypertree width, which is the most liberal notion.

For instance, look at Figure 3: the variables in the hyperedge corresponding to atom \( j \) in \( \mathcal{H}_1 \) are jointly included only in the root of the decomposition, while we exploit two different subsets of this hyperedge in the rest of the decomposition tree. Note that the descendant condition is satisfied. Take the vertex at level 2, on the left: the variables \( j \), \( X \) and \( Y \) are not in the \( \chi \) label of this vertex (they are replaced by the anonymous variable \( \lambda \)), but they do not occur anymore in the subtree rooted at this vertex. On the other hand, if we were forced to take all the variables occurring in every atom in the decomposition tree, it would not be possible to find a decomposition of width 2. Indeed, \( j \) is the only atom containing both pairs \( X, Y \) and \( X', Y' \), and it cannot be used again entirely, for its variable \( J \) cannot occur below the vertex labeled by \( a \) and \( b \); otherwise it would violate the connectedness condition (i.e., Condition 2 of Definition 3.1). In fact, every query decomposition of this hypergraph has width 3, while the hypertree width is 2. In this case the generalized hypertree width is 2, as well, but in general it may be less than the hypertree width. However, after a recent interesting result by Adler et al. [3], the difference of these two notions of width is within a constant factor: for any hypergraph \( \mathcal{H} \), \( \text{ghw}(\mathcal{H}) \leq \text{hw}(\mathcal{H}) \leq 3 \text{ghw}(\mathcal{H}) + 1 \). It follows that a class of hypergraphs has bounded generalized hypertree width if and only if it has bounded hypertree width, and thus the two notions identify the same set of tractable classes.

Though the formal definition of hypertree width is rather involved, it is worthwhile noting that this notion has very natural characterizations in terms of games and logics [21]:

- **The robber and marshals game (R&Ms game).** It is played by one robber and a number of marshals on a hypergraph. The robber moves on variables, while marshals move on hyperedges. At each step, any marshal controls an entire hyperedge. During a move of the marshals from the set of hyperedges \( E \) to the set of hyperedges \( E' \), the robber cannot pass through the vertices in \( E = (\cup E) \cap (\cup E') \), where, for a set of hyperedges \( F \), \( \cup F \) denotes the union of all hyperedges in \( F \). Intuitively, the vertices in \( E \) are those not released by the marshals during the move. As in the monotonic robber and cops game defined for treewidth [38], it is required that the marshals capture the robber by monotonically shrinking the moving space of the robber. The game is
won by the marshals if they corner the robber somewhere in the hypergraph. A hypergraph \( \mathcal{H} \) has \( k \)-bounded hypertree width if and only if \( k \) marshals win the R&Ms game on \( \mathcal{H} \).

- **Logical characterization of hypertree width.** Let \( \mathcal{L} \) denote the existential conjunctive fragment of positive first order logic (FO). Then, the class of queries having \( k \)-bounded hypertree width is equivalent to the \( k \)-guarded fragment of \( \mathcal{L} \), denoted by \( \text{GF}_k(\mathcal{L}) \). Roughly, we say that a formula \( \Phi \) belongs to \( \text{GF}_k(\mathcal{L}) \) if, for any subformula \( \phi \) of \( \Phi \), there is a conjunction of up to \( k \) atoms jointly acting as a guard, that is, covering the free variables of \( \phi \). Note that this notion is related to the *loosely guarded fragment* as defined (in the context of full FO) by Van Benthem [45], where an arbitrary number of atoms may jointly act as guards (see also [23]).

## 3.1 Query Decompositions and Query Plans

In this section we describe the basic idea to exploit (generalized) hypertree decompositions for answering conjunctive queries.

Let \( k \geq 1 \) be a fixed constant, \( Q \) a conjunctive query over a database \( \text{DB} \), and \( \text{HD} = (\mathcal{T}_c, \chi, \lambda) \) a generalized hypertree decomposition of \( Q \) of width \( w \leq k \). Then, we can answer \( Q \) in two steps:

1. For each vertex \( p \in \text{vertices}(\mathcal{T}) \), compute the join operations among relations occurring together in \( \lambda(p) \), and project onto the variables in \( \chi(p) \). At the end of this phase, the conjunction of these intermediate results forms an acyclic conjunctive query, say \( Q' \), equivalent to \( Q \). Moreover, the decomposition tree \( \mathcal{T} \) represents a join tree of \( Q' \).
2. Answer \( Q' \), and hence \( Q \), by using any algorithm for acyclic queries, e.g. Yannakakis’s algorithm.

For instance, Figure 4 shows the tree \( JT_1 \) obtained after Step 1 above, from the query \( Q_1 \) in Example 3.2 and the generalized hypertree decomposition in Figure 3. E.g. observe how the vertex labeled by atom \( p_3 \) is built. It comes from the join of atoms \( j \) and \( c \) (occurring in its corresponding vertex in Figure 3), and from the subsequent projection onto the variables \( X, Y, C, C', Z \) (belonging to the \( \chi \) label of that vertex). By construction, \( JT_1 \) satisfies the connectedness condition. Therefore, the conjunction of atoms labeling this tree is an acyclic query, say \( Q'_1 \), such that \( JT_1 \) is one of its join trees. Moreover, it is easy to see that \( Q'_1 \) has the same answer as \( Q_1 \) [19].

Step 1 is feasible in \( O(m|\text{r}_{max}|^w) \) time, where \( m \) is the number of vertices of \( T \), and \( \text{r}_{max} \) is the relation of \( \text{DB} \) having the largest size. For Boolean queries, Yannakakis’s algorithm in Step 2 takes \( O(m|\text{r}_{max}|^w \log |\text{r}_{max}|) \) time, and thus its cost is an upper bound for the entire query evaluation process. For non-Boolean queries, Yannakakis’s algorithm works in time polynomial in the combined size of the input and of the output, and thus we should add to the above cost a term that depends on the answer of the given query (which may be exponential w.r.t. the input size).

For instance, if we consider query \( Q_1 \), the above upper bound is \( O(|\text{r}_{max}|^2 \log |\text{r}_{max}|) \), whereas typical query answering algorithms (which do not exploit structural properties) would take \( O(|\text{r}_{max}|^7) \) time, in the worst case.

It has been observed that, according to Definition 3.1, a hypergraph may have some (usually) undesirable hypertree decompositions [19], possibly with a large number \( m \) of vertices in the decomposition tree. For instance, a decomposition may contain two vertices with exactly the same labels. Therefore, a *normal form* for hypertree decompositions has been defined in [19], and then strengthened in [41], in order to avoid such kind of redundancies.

Hypertree decompositions in normal form having width at most \( k \) may be computed in time polynomial in the size of the given hypergraph \( \mathcal{H} \) (but exponential in the parameter \( k \)). The number \( m \) of vertices cannot exceed the number of variables in \( \mathcal{H} \), and is typically much smaller. Moreover, \( \mathcal{H} \) has a hypertree decomposition of width \( w \) if and only if it has a normal-form hypertree decomposition of the same width \( w \).

It follows that, for any fixed \( k \geq 1 \), the class of all queries having \( k \)-bounded hypertree width may be answered in polynomial time (actually, in input-output polynomial time, for non-Boolean queries). Indeed, given a query \( Q \), both computing a hypertree decomposition \( \text{HD} \) of width at most \( k \) of \( \mathcal{H}(Q) \), and then answering \( Q \) exploiting \( \text{HD} \) are polynomial-time tasks.

As far as generalized hypertree decompositions are concerned, we currently miss a polynomial-time algorithm for recognizing queries having \( k \)-bounded generalized hypertree-width. However, there is a great deal of interest in these decompositions, and some first results are coming. For instance, some very good heuristics for computing generalized hypertree decompositions are described in [29, 32].

### 4. Weighted Hypertree Decompositions

As described in the previous section, given a query \( Q \) on a database \( \text{DB} \) and a small-width decomposition \( \text{HD} \) for \( Q \), we know that there is a polynomial time upper bound for answering \( Q \), while in general this problem is NP-hard and all the available algorithms requires exponential time, in the worst case. However, \( \text{HD} \) is not just a theoretical indication of tractability for \( Q \). Rather, the above two steps for evaluating \( Q \) actually represent a query plan for it, though not completely specified. For instance, no actual join method (merge, nested-loop, etc.) is chosen, but this final more physical phase can be easily implemented using well-known database techniques. We remark that such optimizations are executed just on relations belonging to the same vertex, and hence on \( \mathcal{J} \) relations at most, if \( \mathcal{J} \) is the width of \( \text{HD} \). Thus, also optimal methods based on dynamic programming or sophisticated heuristics can be employed, as the size of the problem is small.

![Figure 4: Join tree \( JT_1 \) computed for query \( Q'_1 \)](image-url)
The remaining interesting problem is before this evaluation phase, where we have to compute a decomposition for $\mathcal{H}(Q)$. Indeed, in general there is an exponential number of hypertree decompositions of a hypergraph. Each decomposition encodes a way of aggregating groups of atoms and arranging them in a tree-like fashion. As far as the polynomial-time upper bound is concerned, we may be happy with any minimum-width decomposition. However, in practical real-world applications we have to exploit all available information. In particular, for database queries, we cannot get rid of information on the database $DB$. Indeed, looking only at the query structure is not the best we can do, if we may additionally exploit the knowledge of relation sizes, attribute selectivity, and so on.

4.1 Minimal Decompositions

In this section, we thus consider hypertree decompositions with an associated weight, which encodes our preferences, and allows us to take into account further requirements, besides the width. We will see how to answer queries more efficiently, by looking for their best decompositions.

Formally, given a hypergraph $\mathcal{H}$, a hypertree weighting function (short: HWF) $\omega_{\mathcal{H}}$ is any polynomial-time function that maps each generalized hypertree decomposition $HD = \langle T, \chi, \lambda \rangle$ of $\mathcal{H}$ to a real number, called the weight of $HD$.

For instance, a very simple HWF is the function $\omega_{\mathcal{H}}^{\text{lex}}(HD) = \max_{p \in \text{vertices}(T)} |\lambda(p)|$, that weights a decomposition $HD$ just on the basis of its worse vertex, that is the vertex with the largest $\lambda$ label, which also determines the width of the decomposition.

In many applications, finding such a decomposition having the minimum width is not the best we can do. We can think of minimizing the number of vertices having the largest width $w$ and, for decompositions having the same numbers of such vertices, minimizing the number of vertices having width $w - 1$, and continuing so on, in a lexicographical way. To this end, we can define the HWF $\omega_{\mathcal{H}}^{\text{lex}}(HD) = \sum_{i=1}^w |\{p \in N \text{ such that } |\lambda(p)| = i\}| \times 2^{w-i}$, where $N = \text{vertices}(T)$, $B = |\text{edges}(\mathcal{H})| + 1$, and $w$ is the width of $HD$. Note that any output of this function can be represented in a compact way as a radix $B$ number of length $w$, which is clearly bounded by the number of edges in $\mathcal{H}$. Consider again the query $Q_0$ of the Introduction, and the hypertree decomposition, say $HD'$, of $\mathcal{H}(Q_0)$ shown in Figure 1, on the right. It is easy to see that $HD'$ is not the best decomposition w.r.t. $\omega_{\mathcal{H}}^{\text{lex}}$ and the class of hypertree decompositions in normal form. Indeed, $\omega_{\mathcal{H}}^{\text{lex}}(HD') = 4 \times 9^0 + 3 \times 9^1$, and thus the decomposition $HD''$ shown on the bottom of Figure 1 is better than $HD'$, as $\omega_{\mathcal{H}}^{\text{lex}}(HD'') = 6 \times 9^0 + 1 \times 9^1$.

Let $k > 0$ be a fixed integer and $\mathcal{H}$ a hypergraph. We define the class $kHD_{\mathcal{H}}$ (resp., $kNFD_{\mathcal{H}}$) as the set of all hypertree decompositions (resp., normal-form hypertree decompositions) of $\mathcal{H}$ having width at most $k$.

Definition 4.1 [41] Let $\mathcal{H}$ be a hypergraph, $\omega_{\mathcal{H}}$ a weighting function, and $C_{\mathcal{H}}$ a class of generalized hypertree decompositions of $\mathcal{H}$. Then, a decomposition $HD \in C_{\mathcal{H}}$ is minimal w.r.t. $\omega_{\mathcal{H}}$ and $C_{\mathcal{H}}$, denoted by $\omega_{\mathcal{H}}, C_{\mathcal{H}}$-minimal, if there is no $HD' \in C_{\mathcal{H}}$ such that $\omega_{\mathcal{H}}(HD') < \omega_{\mathcal{H}}(HD)$.

For instance, the $[\omega_{\mathcal{H}}^{\text{lex}}, kHDF_{\mathcal{H}}]$-minimal decompositions are exactly the $k$-bounded hypertree decompositions having the minimum possible width, while the $[\omega_{\mathcal{H}}^{\text{lex}}, kHDF_{\mathcal{H}}]$-minimal hypertree decompositions are a subset of them, corresponding to the lexicographically minimal decompositions described above.

It is not difficult to show that, for general weighting functions, the computation of minimal decompositions is a difficult problem even if we consider just bounded hypertree decompositions [41]. We thus restrict our attention to simpler HWFs.

Let $(\mathbb{R}^+, \oplus, \ominus, \ominus, +, \infty)$ be a semiring, that is, $\oplus$ is a commutative, associative, and closed binary operation, $\ominus$ is the neutral element for $\oplus$ (e.g., $0$ for $+$, $1$ for $\times$, etc.) and the absorbing element for $\ominus$, and $\ominus$ distributes over $\oplus$.

Let $g$ and a set of elements $S = \{p_1, ..., p_n\}$, we denote by $\bigoplus_{i \in S} g(p_i)$ the value $g(p_1) \oplus \ldots \oplus g(p_n)$.

Definition 4.2 [41] Let $\mathcal{H}$ be a hypergraph. Then, a tree aggregation function (short: TAF) is any hypertree weighting function of the form

$$F_{\mathcal{H}}^{\oplus, v, e}(HD) = \bigoplus_{p \in N} \left( v_{\mathcal{H}}(p) \oplus \bigoplus_{(p, p') \in E} e_{\mathcal{H}}(p, p') \right),$$

associating an $\mathbb{R}^+$ value to the hypertree decomposition $HD = ((N, E), \chi, \lambda)$, where $v_{\mathcal{H}} : N \mapsto \mathbb{R}^+$ and $e_{\mathcal{H}} : N \times N \mapsto \mathbb{R}^+$ are two polynomial functions evaluating vertices and edges of hypertrees, respectively.

We next focus on a tree aggregation function that is useful for query optimization. We refer the interested reader to [41] for further examples and applications.

Given a query $Q$ over a database $DB$, let $HD = \langle T, \chi, \lambda \rangle$ be a hypertree decomposition in normal form for $\mathcal{H}(Q)$. For any vertex $p$ of $T$, let $E(p)$ denote the relational expression $E(p) = \bigoplus_{h \in \lambda(p)} \prod_{x(h)} rel(h)$, i.e., the join of all relations in $DB$ corresponding to hyperedges in $\lambda(p)$, suitably projected onto the variables in $\chi(p)$.

Given also an incoming node $p'$ of $p$ in the decomposition $HD$, we define $v_{\mathcal{H}(Q)}(p)$ and $e_{\mathcal{H}(Q)}(p, p')$ as follows:

- $v_{\mathcal{H}(Q)}(p)$ is the estimate of the cost of evaluating the expression $E(p)$, and
- $e_{\mathcal{H}(Q)}(p, p')$ is the estimate of the cost of evaluating the semi-join $E(p) \times E(p')$.

Let $cost_{\mathcal{H}(Q)}(Q)$ be the TAF $F_{\mathcal{H}(Q)}^{\oplus, v, e}(HD)$, determined by the above functions. Intuitively, $cost_{\mathcal{H}(Q)}(Q)$ weights the hypertree decompositions of the query hypergraph $\mathcal{H}(Q)$ in such a way that minimal hypertree decompositions correspond to “optimal” query evaluation plans for $Q$ over $DB$. Note that any method for computing the estimates for the evaluation of relational algebra operations from the quantitative information on $DB$ (relations sizes, attributes selectivity, and so on) may be employed for $v^*$ and $e^*$. For instance, in our experiments described in the next section, we employ the standard techniques described in [12, 13].

\footnote{For the sake of presentation, we refer to min and hence to minimal hypertree decompositions. However, it is easy to see that all the results presented in this paper can be generalized easily to any semiring, possibly changing min, $\mathbb{R}^+$, and $+\infty$.}
Clearly, all these powerful weighting functions would be of limited practical applicability, without a polynomial time algorithm for the computation of minimal decompositions. Surprisingly, it turns out that, unlike the traditional (non-weighted) framework, working with normal-form hypertree decompositions, rather than with any kind of bounded-width hypertree decomposition, does matter. Indeed, computing such minimal hypertree decompositions with respect to any tree aggregation function is a tractable problem, while it has been proved that the problem is still NP-hard if the whole class of bounded-width hypertree decomposition is considered. A polynomial time algorithm for this problem, called \textit{minimal-}k-\textit{decomp}, is presented in [41].

### 4.2 Some Experiments

We implemented the algorithm \textit{cost-}k-\textit{decomp}, which computes a minimal decomposition with respect to the weighting function \textit{cost}_M(Q) and the class of k-bounded normal-form hypertree decompositions. In this section, we report some results of an ongoing experimental activity on the application of \textit{cost-}k-\textit{decomp} to database query evaluation. A more detailed description and further experiments can be found in the full version of [41], currently available at the hypertree decomposition homepage [40]. Our aim here is just to show that Algorithm \textit{cost-}k-\textit{decomp} may significantly speed-up the evaluation of database queries having structural properties to be exploited. All benchmark queries are executed on the commercial DBMS Oracle 8.i by using either Oracle standard query execution method, or the following technique, based on minimal decompositions: the query plans are generated by the algorithm \textit{cost-}k-\textit{decomp} (with \( k \) ranging over \((2..5)\)), by exploiting the information of the data available from Oracle; the plan execution is then enforced in the DBMS by supplying a suitable translation in terms of views and hints (\textit{NO-MERGE, ORDERED}) to Oracle 8.i, which eventually executes the query by its engine, following the desired plan. In both methods, we do not allow indices on database relations, in order to focus just on the less-physical aspects of the optimization task.

We tested the methods with different kinds of queries by varying the hypertree width, the number of query atoms, and the number of variables. Here, we report only the experiments on a set of test queries: we consider again query \( Q_3 \) described in Example 3.2, as well as two modifications \( Q_2 \) and \( Q_3 \), such that \( Q_2 \) consists of 8 atoms and 9 distinct variables, and query \( Q_3 \) is made of 9 atoms, 12 distinct variables, and 4 output variables. All these queries have width 2. They are evaluated over synthetic data: For each query atom \( p \), we first fix the \textit{size} \( r_p \) of the corresponding relation, and we then exploit a random generator that materializes \( r_p \) data tuples, by choosing attribute values uniformly at random from a fixed set of possible values. All the experiments were performed on 1600MHz/256MB Pentium IV machine running Windows XP Professional. Time measurements for query evaluation in Oracle 8.i have been done by using the SQL Scratchpad utility. We considered different values for the parameter \( k \). It is worthwhile noting that a higher value of \( k \) permits to consider a larger number of hypertree decompositions, and can therefore allow to generate a better plan; but it obviously causes a computational overhead due to a larger search space to be explored by \textit{cost-}k-\textit{decomp}. For the experiments reported in this paper, we chose \( k = 3 \), which seems empirically a good bound to be used in practice for queries with less than 10 atoms. Figure 5 shows the absolute execution times for Oracle and \textit{cost-}k-\textit{decomp} over a database of 1500 tuples. It can be observed that, on all considered queries, the evaluation of the query plans generated by our approach is significantly faster than the evaluation which exploits the internal query optimization module of Oracle 8.i.

![Figure 5: Evaluation time for test queries \( Q_1, Q_2, \) and \( Q_3 \).](image)

### 5. CONCLUSION

We described the notion of hypertree width and some of its extensions, and we showed how they can be exploited for identifying and solving efficiently tractable classes of database queries.

Our ongoing work includes an integration of the optimization technique based on minimal decompositions with the query optimizer of the open source DBMS PostgreSQL, as well as a thorough experimentation activity with real queries and databases, loaded with non-random data.

Many interesting questions about structural decompositions are still open and deserve further research. For instance, we do not know if having bounded hypertree width is a necessary condition for a class of queries to be tractable. Moreover, for many real world applications with hundreds of hyperedges, we need good heuristics for computing generalized hypertree decompositions. We refer the interested reader to [22] for a recent graph-theoretic survey on hypertree decompositions, with further results and details on these related issues.
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